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THE COMPLEX WORK ON THE UNMANNED AIRCRAFT SYSTEM PROTOTYPE IN THE NATIONAL AVIATION UNIVERSITY

The integrated approach to the theoretical foundations has been considered for the unmanned aircraft system development, that includes the twin-engine unmanned aircraft, the automation system for optimal control of unmanned aircraft system with self-adaptation elements, the automation system for unmanned aerial vehicles landing, the equipment for secure transmission of radiotelemetering data and video surveillance, the integrated navigation complex of unmanned aircraft.

Safety integration of unmanned aircraft systems (UAS) in uncontrolled airspace is a long work, that involves multi-stakeholder involvement and their expertise in the following areas such as development of airframe, engines, avionics and navigation complex, issuing certificates of crew members and medical examination of UAS-crew, creating systems to detect and prevent the use of spectrum (including the protection against accidental or unlawful interference), providing separation for other aircraft, as well as working out a reliable legal framework, creating the necessary theoretical basis.

In terms of International Civil Aviation Organization (ICAO) objective consideration of the characteristics in addressing unmanned aviation is to provide the fundamental international regulatory framework through Standards and Recommended Practices (SARPs), with supporting Procedures for Air Navigation Services (PANS) and guidance material, to underpin routine operation of UAS throughout the world in a safe, harmonized and seamless manner comparable to that of manned operations.

One of the important factors of industrial-economic complex efficiency is the development of unmanned aircraft systems. Such systems can effectively resolve a wide range of problems from agricultural oriented tasks to environmental monitoring, condition of pipelines, protection of state borders etc. Worldwide experience of UAS using confirms their high efficiency, profitability, and feasibility of increasing their share in the overall structure of both civilian and military aviation.

The theoretical investigation and development the own unmanned aircraft systems, necessary equipment, a comprehensive national regulatory for its application, the development of international cooperation and coordination on UAS regulation is important for Ukraine as a country, which includes the full cycle of development, production, operation of aerial vehicles, training of aviation specialists and has significant potential for development, manufacture and operation of its own unmanned aircraft systems, as well as exporting them overseas.

National priorities for own unmanned aircraft systems application is the operation in various sectors of the economy and in military affairs.

Most aviation works are performed in agriculture, environmental protection, health care, aerial search of mineral resources, study the earth and water surfaces, fighting floods, oil and gas industry, fire protection, participation in disaster mitigation and technogenic disasters, for internal affairs field, and others.

At the same time the economic efficiency of unmanned aircraft systems for these tasks in comparison with classical manned aircraft is much higher, confirming the relevance of creating their own experimental UAS based on the two-engine unmanned aircraft equipped with modern nano-engineering equipment with control based on new information technologies.

Implementation of works in this area provides a comprehensive approach to the UAS creating and using.
Ukraine is one of the few countries that has a powerful air-industrial potential. The development of air-design sectors allows to overcome the lag in the creation, production and operation of competitive unmanned aircraft systems. Existing in Ukraine scientific, technical and technological capacity facilitates the establishment of attractive conditions for public funding and investment in projects on modern UAS creation.

In general, implementation of scientific and technical programs and projects in high-technology air-construction, appearance in the internal market competitive technology, equipment and tools, increasing export potential is one of the priorities of Ukraine's economic development.

The difficult economic situation causes to look for less costly areas of work. One of the ways that allows to realize new ideas and professional experience as a final product is a small size unmanned systems design. Unmanned aviation is used extensively in the civilian sphere to perform the following functions: the border security, the law maintaining, deal with the consequences of natural disasters or technogenic accidents, the environment ecological condition monitoring, etc.

The problems of unmanned aircraft equipment are not connected with the unmanned aircraft, because they are only a part of unmanned aviation complex (UAC), which includes aircraft, modern special on-board equipment and ground control systems, launch and landing. Thus, unmanned aviation complex is a sophisticated aviation technical system which includes one or more unmanned aircraft, control point and communication facilities, equipment startup and rescue service, as well as transportation.

The elaboration of these components in the construction of unmanned aviation complex requires high development of aircraft design, electronics, information and other technologies. Therefore, many countries haven’t got a complete cycle of this unique manufacture, beginning with the construction of the aircraft and its equipment and finishing with the target ground control points.

Along with the elaboration, manufacture and application of unmanned aircraft systems regulatory base of common use of airspace by the unmanned aircraft systems and by the manned one is forming in the world.

Lack of systems to prevent collisions between unmanned aircraft with other aircraft, high probability of uncontrolled fall to the ground make the flights of unmanned aircraft impossible in the same space with other aircraft as well as their application in the areas of settlements. As a result the benefits from the use of civil unmanned aircraft systems are lost, and the application of unmanned aircraft systems in the airspace with busy air traffic and in the areas of settlements is completely impossible.

In such civil areas of application as the Earth remote probing, communications and control of borders, relaying signals unmanned aircraft systems reduce the cost of production of services in comparison with traditional space and aeronautical systems.

Concepts of certification, standardization and regulation of unmanned aircraft flights at the level of international governmental and nongovernmental organizations have been creating. (ICAO, 2011).

In Ukraine the field of unmanned aircraft develops very quickly. National Aviation University was one of the first institutions in Ukraine, which drew attention to the problem of development of unmanned aviation complex of civil purposes. Currently in Ukraine there are no such important components as the classification of unmanned aviation complex according to the common terminology, tactical and technical requirements to the complexes from potential customers, regulatory base for creation, testing and operation of the unmanned aviation complex, funding from the concerned central authorities.

The use of unmanned aviation complex in the national economic sector, in the interest of environmental authorities, enterprises of fuel and energy complex and other subjects of the national economy, in the problems of emergency situations, as well as for air surveillance and border security, for the monitoring of the situation on the highways, in the interests of regional bodies of economy, the bodies of land utilization, municipal and regional administrations, etc., which will improve the effectiveness of operational control by means of various departments during the performance of
assigned missions in money saving with a help of creation of unified unmanned aviation complex are very important. Ukraine for a short term can receive national advanced unmanned aviation complex of civil purposes with a help of joint efforts of relevant authorities of executive power and their focus on main areas is a topical issue.

According to all listed industry problems Ukraine has a serious technical base, and all the necessary resources to create effective automation unmanned systems. More attention both from the government and business representatives is paid to the projects of unmanned aircraft complexes creation.

The purpose of the complex work is the construction and design principles establishment for the relevance experimental UAS creating based on the two-engine unmanned aircraft equipped with modern engineering equipment with automation control based on new information technologies. The purpose implementation is to obtain new knowledge in the field of unmanned aircraft systems, focused on the UAS use in the economy of Ukraine and other countries. The main use of unmanned aircraft can be defined aerial photography, real-time video surveillance and patrolling of linear and planar objects. The obtained results can allow to Ukrainian developers and manufacturers of unmanned aircraft to get the effective tools for the development of unmanned aircraft systems of national production.

The initial data for the works to create a prototype unmanned aircraft system "Ukraine" on the basis of two-engine unmanned aircraft is following its specifications: Wingspan is 6.0 m; Mass of useful loading is up to 70 kg; Starting weight is up to 200 kg; Max. speed is 250 km / h; Power of engines is 2 x 17 kW; Max. altitude is up to 3,000 m; The method of launch / landing - that of aircraft; Time of deployment in the operating position is up to 0.5 hours.

An integrated approach in the project involves the following objectives:
— the construction principles determination of unmanned aircraft systems on the methodology "The safety management system" according to the international requirements;
— the hybrid composite materials development and production based on the strength criterion;
— the nano-technical complex development and manufacturing for the UAS on-board and ground equipment;
— the control complex development and production for the board and ground UAS systems;
— the scheme-technical solutions development for automation flight trajectory based on new information technologies;
— the methods and algorithms development and implementation for the automation UAV landing on network signals of orbiting satellite systems;
— the information protected data channel "board-to-land, land-to-board" development, the flight control system design, and standardization of protocols recommendations;
— the UAS standard model design, production, and testing with energy efficient avionics equipment;
— the training programs development for UAV operators and UAS ground personnel;
— the normative and technical documentation development for UAS certification.

Purposes and objectives are achieved by performance of works in the following areas:
— development and manufacturing the two-engine unmanned aircraft;
— development the automation system for optimal control of unmanned aircraft system with elements of self-adaptation;
— investigation the hybrid composite materials on strength criteria for use in the unmanned aircraft;
— establishment the automation landing system of unmanned aircraft;
— design and production of the experimental equipment model for secure transmission of radiotelemetering data and video surveillance;
— development and manufacturing the integrated navigating complex for unmanned aircraft;
— development the scientific and methodological support and technical measures for ground personnel training of unmanned aircraft systems;
— development the normative and technical documentation for certification manufacturing of the unmanned aircraft systems.

At the present stage of aviation development the unmanned aircraft systems form a new component of general aviation system, and now the International Civil Aviation Organization ICAO, numerous regional and national organizations such as the European Aviation Safety Agency EASA, the European Organisation for the Safety of Air Navigation EUROCONTROL, the European Defence Agency EDA, the European Space Agency ESA, the European Organization for Civil Aviation Equipment EUROCAE, the North Atlantic Treaty Organization NATO, the U.S. Federal Aviation Administration FAA, the National Aeronautics and Space Administration NASA, the Radio Technical Commission for Aeronautics RTCA, and other organizations are working related to unmanned aircraft systems study, performance and ultimately integration.

These systems are based on the latest developments in the field of aerospace technologies to implement new, more sophisticated uses of aircraft in civil, commercial, or military purposes and to improve flight safety and civil aviation efficiency in general.

However, the pilot removal from the aircraft board defines important technical and operational issues, that requires long study of active and continuous monitoring for the aviation community.

Given the above, National Aviation University in recent years has refined theoretical principles, concepts, technical and technological solutions for the program implementation of unmanned aircraft systems into the practice of Ukraine civil airlines.

For this purpose, were organized a series of works devoted to optimizing the UAV dimension-type, construction, and structure of its air-navigation, telemetry, radiocommunication, and other vital systems, and also personnel training. At the National Aviation University are developed a number of unmanned aircraft systems types to address a wide range of tasks most civilian and military.

In terms of Ukrainian aviation market development is extremely important to develop its own unmanned aircraft systems and national laws - the legal basis of UAS use, that should be based on the modern international norms and standards. In order to combine different groups efforts and research of the National Aviation University scientists and experts according comprehensive implementation of these strategic objectives for the country the performers team has been formed for the research and development the complex work on a unmanned aircraft system prototype generation. This work is a priority direction in the world market regarding the scientific and technical prospects.
METHODICAL APPROACH TO VALIDATE SOLUTIONS TO FULFILL THE TASKS DEFINED SEARCH OBJECTS ON THE BASIS OF UNMANNED AIRCRAFT SYSTEMS

In this paper, based on a comprehensive measure of "efficiency - cost - agility," the methodical approach to evaluating the effectiveness of the use of unmanned aircraft systems for solving the problem of finding ground targets is suggested. The methodical approach can be used in conducting a comparative evaluation of unmanned aircraft systems, and to justify the decision to perform the tasks specified search objects based on their characteristics.

Introduction

In recent years unmanned aircraft experiencing a revival based on new technologies, materials, computerization and intellectualization of the functional systems of unmanned aircraft systems (UAV).

In this connection, in the first place out tasks associated with the creation of algorithms and software for a wide class of problems for the effective application of UAV. In the general structure of such problems the problem of finding the set of objects occupy an important place, the occurrence of which poses a team task management optimum conditions, the trajectory and flight parameters.

Subject to the requirements of agility and the importance of these tasks the main indicators of their performance evaluation are the time parameters of the specified location, positioning and delivery of information to the consumer.

Obviously, the providing requirements for expediting the search object is an actual problem, whose solution is impossible without modern means of automation (their technical, algorithmic, software and other software), communications and control, search and detection, and support decision-making, etc. In this case, one of the first to be solved the problem of developing algorithms for determining the optimal trajectories of modes and parameters of the flight.

In this paper a methodological approach to solve the problem of choosing optimum conditions and parameters of the flight trajectory and build on its basis the corresponding algorithms. Such a task selection is based on the optimization of flight parameters for the integrated index of "efficiency - cost - agility." The significance of each of these components is determined by the appointment of UAV.

Search of some object (target for military UAV) is often connected with reconnaissance of some area with the help of airborne electrooptical, radar, infrared systems or other means. In this process the system of aerial photography covers a strip of land surface of width \( B \). Considering the speed of flight \( V \) to be constant, during time period \( t \) the aircraft passes the distance of \( L = Vt \) and provides searching of the area

\[
S = BL = BVT
\]

where \( B \) is a territory strip width covered by vehicle equipment, \( L \) is a length of flight route, \( V \) and \( t \) are correspondingly the average speed of flight and the time of surveillance duration.

For accurate calculations it is necessary to take into account the coefficient of areas overlapping, which is inevitable during practical scanning.

The flight path depends on the search task. If there is no any information about the object and it is necessary to discover it on some area \( S \), then the flight path can be presented as an ordinary scanning. Such flight can be programmed and accomplished automatically without interference of an operator.
If there is need to discover the object on the basis of preliminary information the flight path can have more complicated profile – horizontal turns, bankings, climb and descent [3]. The operator can interfere into the control, change the flight mode and profile.

Flight altitude is determined by the capabilities of reconnaissance equipment, performances of an aircraft [2]. One of the main requirements to the military purpose UAV altitude is avoidance of being hit by conventional armaments – gunfire, portable air-defense systems.

Strip width of territory cover $B$ is determined by the angle of camera view $2\beta$ and flight altitude $H$ (fig. 1)

$$B = 2H \tan \beta.$$  \hspace{1cm} (2)

Highlighted peculiarities require use of special indices for assessment of UAV application effectiveness. Let us consider them in details.

**Capability of survey ($W$)**

Some authors estimate that the capability of search of reconnaissance unmanned aeronautical systems quantitatively can be assessed by the value of area surveyed in a unit of time [1]. Average value of this index can be obtained from the formula (1), dividing its right and left parts by time

$$W = \frac{S}{t} = \frac{BVt}{t} = BV = 2VH \tan \beta,$$  \hspace{1cm} (3)

where $V$ is average speed of flight, $B$ is a width of strip covered by camera view, $t$ is a time of reconnaissance duration. For more accurate assessment it is necessary to consider the probability of reliable target detection, and also the probability of successful passage of the enemy air defense system.

Capability of survey shows how fast the observer can investigate the given area. Capability is a complex index because it takes into account aircraft performances (speed and altitude of flight) and also capacities of surveillance equipment (in particular, the angle of vision area in azimuth).

In case of discrete survey the volume of information is calculated by the number of frames $n$. It can be determined considering the following assumptions. Provided it is necessary to make a survey of some area $S$ during one flight with the task to search the objects of certain type. For that it is necessary to obtain $n = \kappa_{sq}S/s_1$ frames, where $\kappa_{sq} = ns_1/S$ is a coefficient of surveyed areas overlapping, $s_1$ is an area of a region on which there can be one or several objects that should be discovered and recognized. To decrease the time spent for survey of the whole area $S$ the value $s_1$ should be greater. But on a large territory the object can appear to be indistinguishable. Its distinguishability is determined by detail level $d$ (ground resolution). At increasing of altitude the detail level increases and the object of search can appear to be indistinguishable.

Specific objects will be distinguishable, if the detail level of survey does not exceed given value $d_{giv}$, that is $d \leq d_{giv}$. It is evident that optimum altitude of flight will correspond to the condition $d = d_{giv}$. It means that the region of survey $s_1$ will be maximum, and objects will be distinguishable.

Modern electrooptical systems purposed for surveillance have several angles of vision area: narrow, wide, intermediate. For each of them there will be certain value of $s_1$. Besides, angles of view area can be different (fig. 1) in azimuth $2\beta_1$ and in angles of location $2\beta_2$. As a result linear dimensions of objects, reproduced by the electrooptical systems, will be also different in directions of $B_1$ and $B_2$. Analogically to the formula (2) we will have $B_1 = 2H_1 \tan \beta_1$, $B_2 = 2H_2 \tan \beta_2$. As far as usually flight altitude $H$ is significantly greater than linear dimensions of the surveyed region, then it is possible to assume $H_1 \approx H_2 \approx H$. Though at small angles of location instead of altitude $H_1$ it is necessary to take the distance till the object.

Considering abovementioned, the area of “photographed” region will be equal to

$$s_1 = B_1B_2 = 4H^2 \tan \beta_1 \tan \beta_2$$  \hspace{1cm} (4)
As it is seen from the formula (4), $s_1$ grows with increase of altitude proportionally to its square, and it depends on angles of view area.

While searching different objects resolution used is not angular but linear one $d$ (level of detail). It allows to determine the type of the object being searched. The less level of detail $d$ is, the clearer picture is on the screen. That is why for the reconnaissance of pinpoint targets linear resolution of electrooptical system should be as less as possible (and therefore better).

Thus, the value $d$ is defined by certain reconnaissance task. Analogically to formula (2) it is connected with the angular resolution via flight altitude (due to smallness of angular resolution it is accepted that $\tan \gamma = \gamma [\text{rad}]$)

$$d = H \gamma \text{ or } H = d/\gamma. \quad (5)$$

From the formula (5) it is seen that at constant angular resolution $\gamma$ linear resolution $d$ is connected with the altitude by proportional dependence. With increase of altitude it also increases, image on the screen deteriorates and at some altitude the object will appear to be indistinguishable.

Substituting the value of altitude from (5) to the formula (4), we will get the expression for determination of region area

$$s_1 = 4d^2 \tan \beta \tan \beta / \gamma^2 = d^2 k_{elp}, \quad (6)$$

where

$$k_{elp} = 4 \tan \beta \tan \beta / \gamma^2. \quad (7)$$

$k_{elp}$ is a coefficient of electrooptical system. It combines angles of view and angular resolution of a system, that is comprehensively characterizes electrooptical system. The better resolution (less $\gamma$) and the greater angles of system view are, the greater coefficient $k_{elp}$ will be, and, therefore, the greater region area will be surveyed at given level of object detail $d$.

At constant level of detail $d$ this dependence is linear. The coefficient $k_{elp}$ changes in quite wide limits. The most significant influence on it is caused by angular resolution of a system. Firstly, it can vary from system to system by times, and, secondly, $k_{elp}$ is a quadratic function of angular resolution (of quite small value).

Formula (6) is convenient for practical use. For example, let there be the task to discover airplanes on some area $\Delta S$ (if they are present there) with their precise identification. For that the level of detail needed is $d = 1$ m. Then for certain reconnaissance system according to the formula (7) it is possible to calculate the coefficient $k_{elp}$, and according to the formula (6) – the value of region area $s_1$. 

Fig.1. Object identification platform
Knowing the value of \( s_1 \), common area of reconnaissance \( \Delta S \) and coefficient of its overlapping \( k_{ovr} \), it is possible to calculate the required volume of information in a form of number of needed frames

\[
\Delta n = k_{ovr} \Delta S / s_1 = k_{ovr} BV \Delta t / s_1 = k_{ovr} W \Delta t / s_1, \tag{8}
\]

and average rate of their making

\[
\hat{n} = \frac{\Delta n}{\Delta t} = k_{ovr} \frac{W}{s_1}. \tag{9}
\]

Using value \( \hat{n} \) it is possible to calculate the information flow in GBytes/s, which defines the mode of its processing.

Moreover, using formula (5) it is possible to determine the optimum flight altitude, using formula (2) – the width \( B \) of covered strip; to set the speed \( V \), to calculate the survey capacity \( W = BV \) and calculate the time \( t_s = \Delta S / W \) of task accomplishment. The rate of frames transmission will depend on: the sizes of territory region, required for identification of searched target on surveyed region area \( s_1 \) and capacity of search \( W \).

**The cost of unmanned aeronautical system**

It is assumed to estimate it according to several indices:

- initial cost of a system \( C_0 \);
- operational costs \( C_{oper} \);
- flight hour cost \( C_{fh} \);
- cost of survey of territory region \( s_1 \) of given area \( C_{s1} \);
- cost of reconnaissance flight \( C_{fl} \).

Initial cost consists of the cost of design and manufacture of the aircraft airframe with all the onboard systems, cost of operational load and cost of on-ground systems (\( C_{gr} \)), providing aircraft operation

\[
C_0 = C_{airfr} m_{airfr} + C_{opl} m_{opl} + C_{gr}, \tag{10}
\]

where \( C_{airfr} \) is the cost of 1 kg of airframe mass with equipment, but without operational load, \( C_{opl} \) is the cost of 1 kg of operational load, \( m_{airfr} \) and \( m_{opl} \) are masses of correspondingly airframe and operational load.

The cost of operation can be estimated as follows

\[
C_{oper} = C_{oper} t_{life}, \tag{11}
\]

where \( C_{oper} \) is the average costs per 1 hour of operation, \( t_{life} \) is the aircraft service life in hours.

If assumed (statistical) number of air missions is equal to \( N \), then the actual service life approximately can be estimated as \( t_{life} = N t_{max} \), where \( t_{max} \) is the maximum flight duration.

Taking into account given assumptions the total cost of unmanned aeronautical system can be estimated as a sum

\[
C_{UAS} = C_0 + C_{oper}. \tag{12}
\]

One of the most important indices for comparative assessment of unmanned aeronautical system is the cost of flight hour. It can be assessed by the total of initial cost, maximum flight duration \( t_{max} \) and use multiplicity – the number of take-offs \( N \) in the following form:

\[
C_{\mu} = \frac{C_0}{t_{max} N} + C_{oper}. \tag{13}
\]

Denominator in this formula determines the aircraft flight time during assumed period of operation.

Now let us determine the cost of unmanned aeronautical system flight. For reconnaissance of some common area \( S = BVt \) it is necessary to make \( n = S / (k_{ovr} s_1) \) frames. If the probability of the
task accomplishment with taking into account all the possible acting factors (operability of equipment, radio visibility, enemy air defense avoidance, possibility of being hit by the antiaircraft defenses or enemy aircraft, etc.) is equal to $p_{ts}$, then the cost of such flight will be estimated by the value of

$$C_{\beta} = C_{sl} * n/p_{ts}.$$  \hspace{1cm} (14)

The value $C_{sl}$ can be determined with the help of flight time and the cost of flight hour. During survey of the region $s_1$ an aircraft passes the distance of $B_2= 2H_2tg\beta_2 = V\Delta t_1$. As a result the flyover time of the given region will be equal to

$$\Delta t_1 = \frac{2H_2tg\beta_2}{V}.$$  \hspace{1cm} (15)

Then

$$C_{sl} = C_{2h} \Delta t_1 = C_{2h} \frac{2H_2tg\beta_2}{V}.$$  \hspace{1cm} (16)

It is evident, that given index will be one of the most significant. It answers the certain question – what resources are to be spent for discovery of certain object with the level of detail $d$ (for example, a car, an airplane, a ship, etc.), which can be present on the region $s_1 = d^2k_{elp}$.

**Agility**

The success of search accomplishment mostly depends on time and quality of information obtaining. The total search time ($t_{st}$) can consist of time for fulfillment of separate stages time of: UAV pre-flight maintenance ($t_{pfl}$); flight to the region of search accomplishment ($t_{reg}$); search accomplishment ($t_{sac}$); processing and storage of data ($t_{stor}$) (if required); data transmission to the control centre ($t_{trans}$); data processing and transmission to the consumer ($t_{proces}$)

$$t_{st} = t_{pfl} + t_{reg} + t_{sac} + t_{stor} + t_{trans} + t_{proces}.$$  \hspace{1cm} (17)

The value $t$ characterizes the agility of information obtaining from UAV.

Definition of time of expression (16) is not particularly complex and depends on the characteristics of the equipment.

**Conclusions**

Thus, methodological approach (Formula 1 ... 17) for the calculation and selection of the optimal trajectory of the UAV and its parameters is proposed, from which developed the corresponding algorithm. Such a task of selection is based on the complex index of "efficiency - cost - agility " and involves two steps: calculation of flight parameters for the different modes of flight drones, and then, the definition of global assessments of performance and selection of optimal flight UAV based on the use of the analytic hierarchy process [6 ]. The developed algorithm for the calculation and selection of optimal parameters of the UAV flight can be used to support decision-making in the management of the use of UAVs.
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SAFETY AND SECURITY INTEGRATION OF UNMANNED AIRCRAFT SYSTEMS INTO THE WORLD AVIATION SYSTEM: NATIONAL AVIATION UNIVERSITY EXPERIENCE

The principal objective of the aviation regulatory framework is to achieve and maintain the highest possible uniform level of safety and security. In the case of UAS, this means ensuring the safety of any other airspace user as well as the safety of persons and property on the ground. The National Aviation University research experience in the field of safety and security aspects of UAS integration into world aviation system is considered.

1. Introduction

National priorities in unmanned aircraft systems application usage are commercial exploitation and military operation. The most perspective application of the unmanned aircraft systems is in agriculture, construction projects, environmental protection, air ambulance, aerial photography, minerals searching, surface and water investigation, dealing with floods, fire fighting, dealing with the consequences of natural disasters and technological catastrophes, police air patrols and other activities. In comparison with classic manned aviation economic operating benefits of unmanned aircraft systems for the pointed tasks are much more grater. These factors allow to deduce an inference that unmanned aircraft systems development has strategic importance. Identifying the commonalities and differences between manned and unmanned aircraft is the first step toward developing a regulatory framework that will provide, at a minimum, an equivalent level of safety for the integration of UAS into non-segregated airspace [1,2] and at aerodromes. Fundamental and applied complex researches of the safety and security of unmanned aircraft systems application are very important in present situations.

2. UAS Safety Management

The main target of worldwide aviation activity is safety. According to ICAO, safety is the state in which the possibility of harm to persons or of property damage is reduced to, and maintained at or below, an acceptable level through a continuing process of hazard identification and safety risk management [3]. Nowadays unmanned aircraft systems are forming new component of general aviation system and at the present time ICAO, regional and national organizations such as European aviation safety agency (EASA), EUROCONTROL, European Defense Agency (EDA), European Space Agency (ESA), European Organization for Civil Aviation Equipment (EUROCAE), North Atlantic Treaty Organization (NATO), Federal Aviation Administration (FAA), National Aeronautics and Space Administration (NASA), Radio Technical Commission for Aeronautics (RTCA), government and airspace branch are conducting operations connected with their study, determination and finally integration [4]. These systems are based on recent development in the sphere of airspace technology which make possible to realize new types of aviation application in civil / commercial purposes and also to increase flight safety and efficiency of civil aviation application in general. Safety integration of unmanned aircraft systems into uncontrolled air space will be continuous work which includes the participation of many concerned parties with the attraction of their expertise in such spheres as glider elaboration, elaboration of engines, avionics and navigational complex of unmanned aircraft systems, certifications for cockpit crew and medical examination of cockpit crew of unmanned aircraft systems, development of the detection and warning systems, the use of frequency spectrum (including its defense from unlawful
interference) and separation maintenance, relatively to other aircraft and the drill of reliable normative base.

From viewpoint of ICAO the purpose of unmanned aviation is to create international normative data base in accordance with Standards and recommended practice of SARPS. It is accompanied with the rules of air navigation service PANS and guidance materials. It is presented like the foundation which provides safe scheduled flight operations of unmanned aircraft systems in all over the world. The term “safety management” includes two key concepts. First is the concept of a State Safety Programme (SSP), which is an integrated set of regulations and activities aimed at improving safety. Second is the concept of a Safety Management System (SMS) which is a systematic approach to managing safety, including the necessary organizational structures, accountabilities, policies and procedures. States are required to establish an SSP to include safety rulemaking, policy development and oversight. Under an SSP, safety rulemaking is based on comprehensive analyses of the State’s aviation system. Safety policies are developed based on safety information, including hazard identification and safety risk management, while safety oversight is focused on the effective monitoring of the eight critical elements of the safety oversight function, including areas of significant safety concerns and higher safety risks. As operators introduce UAS into operation, the State’s SSP should support analysis of the potential effect on safety of the air navigation system, the safety of the UAS itself and of third parties. It should also determine what role, if any, “equivalent level of safety” and “acceptable means of compliance” will have [5].

3. UAS Security Aspects

Security is a second main target of worldwide aviation activity development. At present, we can identify the following areas of security for UAS:

- Physical security - same standards as for manned aircraft: aircraft protection; tampering; access control to remote pilot station.
- Cyber security - same standards as for CNS systems: protection of software and data links from hacking; spoofing; interference or malicious hijack.
- Airspace security - positive identification of UAVs: UAVs must remain at all time under legitimate control; this implies the control of aircraft must not be delegated to anybody but the authorized owner/operator. Where possible, additional requirements to address the risks shall be imposed on the UAS If necessary, UAVs could be neutralised i.e. sent to a safe area to land or destroyed/crashed in a controlled manner.

The issue UAS security problem includes the following tasks:

- human resource security controls (operators & pilots);
- technical build standards for aircraft (control stations and critical sub-systems);
- roles and responsibilities of ATM authorities and operators (security policy/guidance, incident management, minimum security standards, security oversight);
- physical security controls;
- cyber security controls;
- technical controls, general engineering;
- command and control requirements (positive identification);
- acquisition and development controls [6].

4. Fundamental and Applied Complex Researches of the Unmanned Aircraft Systems Safety and Security of at the National Aviation University.

Taking into account the abovementioned, the scientists from National Aviation University (Ukraine) during last decades were working out theoretical principles, concept, technical and process solutions for realization the program of safe implementation of unmanned aircraft systems into the practice of civil aviation. For this purpose a variety of fundamental and applied works
which were devoted to the structural optimization, dimension-type of the UAV, the composition of its air navigation, telemetric and other essential systems and personnel training.

The main aim of NAU scientist is to conduct fundamental theoretic research performance in the sphere of safety control and efficiency application of unmanned aircraft systems of next generation during aerial works, acquisition of knowledge concerning safety and integrated aviation efficiency.

At the National Aviation University was developed a line of domestic single engine М–3 "Border", M-6 "Lark", twin-engine М-7, М–7D, М–7V5 «Sky Patrol» unmanned aerial vehicles (UAVs) and unmanned aircraft with an electric motor «Eye». At the same time ways addressing the problems of integration, search and recognition and processing of satellite systems data, navigation and avionics onboard the UAV.

Fundamental and applied researches of National Aviation University scientists include:

- prototype unmanned aircraft system "Ukraine"
- different types of unmanned aerial vehicles
- automated system for optimal control of unmanned aerial vehicles with elements of self-adaptation
- investigation of hybrid composite materials for unmanned aerial vehicles
- automated landing system for unmanned aerial vehicles
- automatic control system of unmanned aerial vehicles
- software modules of unmanned aerial vehicles support and modeling computer system
- apparatus for secure transmission of radio-telemetry data and video surveillance equipment
- navigating complex of unmanned aerial vehicles
- scientific methods of training and ground training equipment for unmanned aircraft systems staff
- regulatory and technical documentation for certification of unmanned aircraft systems.

The main point of National Aviation University scientific activity is the formation of system approach to all aspects of UAS operation and development.

4. Conclusion

The complex issue of UAS safety and security aspects is the basis for their integration into the global aviation system. National Aviation University considers the development of research in the field of UAS safe and security like one of its main priorities.
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2.12
IMPROVING TAKEOFF PERFORMANCE OF TWIN-ENGINE UAV

Abstract. The results of flight tests of two-engined unmanned aircraft. Considered and investigated the influence of blowing the wings to reduce take-off distance. Calculations fulfilled and received quality indicators to improve takeoff performance of two-engined unmanned aircraft.

The urgency of work. Most well-known unmanned aircraft (UAV) with take-off weight of 300 kg is a native military target loads are applied in the respective unmanned systems. Statistical analysis of data shows that they are mostly single-engine, with a pushing airscrew and having a simplified structure [1]. Simplification of the design touches, means to enhance and lift, as the issue of take-off of military UAV solved due to these methods: the use of accelerators, catapults and etc. In respect of civil aviation, the listed features severely limit the scope of such UAV, resulting in excessive costs to the take-off equipment and its operation.

Resolving the contradiction is to ensure the flight characteristics of the UAV to operating conditions in civil aviation from ground airfields and sites.

During 2010 - 2011 years at NAU conducted work on the development of UAV of normal scheme mounting power plants on well mechanized wing, which allowed to obtain a significant reduction in take-off distance [2]. But it was not established as a distributed gain lift along the wingspan and what are the quality characteristics of specified increment due to the influence of blowing on the propellers on some wings.

The aim is to increase quality characteristics of lift of unmanned aircraft by blowing wing by the power plant (PP).

Solving the problem. The basis for calculation of quality characteristics are the results of flight tests of unmanned aircraft M-7D. It has a cantilever wing with small sweepback angle $7^\circ$, wingspan 5.2 m, an area of 2.85 m$^2$, elongation 9.2, narrowing 1.47, with a relative thickness 15%, 33% equipped with single slotted flaps and 33% single slotted flapperons with classical arrangement of two-engined PP on the wing (Fig. 1).

Fig. 1. UAV M-7D in the moment of take-off.
During the experiments measured distance of the run was 18 meters, respectively running time was 3 seconds. Measurement was carried from start point till disappearing of traces of the main landing gear wheels on snow. Take-off mass of the aircraft ($M_0$) was 90 kg.

Known formula for determining the run distance [3]

$$L_{run} = \frac{1}{2 g} \frac{V_{take-off}^2}{N_0 - G - f}$$

where: $N_0$ - static thrust of PP, kg; $G = M_0$ – take-off mass of the aircraft, kg; $f$ - friction coefficient of runway; $V_{take-off}$ – take-off velocity. According to the experiment, $N_0 = 55$ kg, $G = M_0 = 90$ kg, $f = 0.1$, - friction coefficient of runway covered with snow.

Take-off velocity determined from by the formula [3]:

$$V_{take-off} = \sqrt{\frac{L_{run} \cdot 2g}{\frac{N_0}{G} - f}} = \sqrt{18 \cdot 2 \cdot 9.8 \left(\frac{55}{90} - 0.1\right)} \approx 13.5(m/s) = 48.6(km/h).$$

After analyzing the known formula for lift,

$$Y = 0.5C_Y \cdot \rho \cdot S_w \cdot V^2,$$

where $C_Y$ - lift coefficient; $ho$ - air density; $S_w$ - wing area; $V$ - velocity of oncoming flow, it is clear that the increase of lift due to blowing wing by airscrews of PP possible only in terms of increasing the flow rate of wing area, which is blown.

To determine the growth speed of oncoming flow by airscrews of PP put a hypothesis about the distribution of lift along the wing into two components. One component is formed by air speed aircraft and the second, by the blowing of the wing by airscrews of PP. To confirm the hypothesis used the following procedure.

First, define the angle of attack of aircraft at the take-off moment and lift coefficient for wing profile. Specific values of these parameters were:

$$\alpha_{take-off} = 16^0,$$

$$C_{Y,profile.\alpha} = 1.3 (for \ wing \ profile \ P-III A \ 15\% \ \alpha_{take-off} = 16^0).$$

During take-off was used following mechanization of wing – single slotted flaps released on $20^0$. Accordingly, growth of take-off was [4]:

$$\Delta C_y,flap. = k_1k_2\Delta C_{y,\max} = 1.3 \times 0.7 \times 1.18 = 1.07,$$

where: $K_1 = 1.3$ - coefficient which takes into account the effect of relative thickness of the wing; $K_2 = 0.7$ - factor which takes into account the angle of flaps deflection; $\Delta C_Y \alpha_{\max} = 1.18$ - maximum lift growth rate.

Next, determine that part of lifting force that created by PP:

$$N_Y = N_0 \ \sin \alpha_{take-off} = 55 \times 0.276 = 15.2 (kg);$$

where $\alpha_{take-off} = 16^0$, take-off angle.
Divided conditionally total lift ($Y$) on the portion that is formed on part of the wing that is not blown ($Y_1$) and the part which is formed on the wing area of blowing ($Y_2$). According to Fig. 2 define specific areas:

$S_{w.1} = 1.8$ m$^2$ (wing area that is not blown, shown in white color);
$S_{w.2} = 1.05$ m$^2$ (wing area, which is blown, shown in gray color).

Flaps maintains 39% of the wing that is not blown and 67% of the wing, which is blown. According to the areas mentioned lift coefficients are next:

$C_{y.1} = C_{y.\text{profile.} \alpha} + 0,39 \Delta C_{y. \text{flap}} = 1,3 + 0,39 \times 1,07 = 1,72; \quad (6)$

$C_{y.2} = C_{y.\text{profile.} \alpha} + 0,67 \Delta C_{y. \text{flap}} = 1,3 + 0,67 \times 1,07 = 2,02. \quad (7)$

According to formula (3) were:

$Y_1 = 0,5 C_{y.1} \rho S_{w.1} V_{\text{take-off}}^2 = 0,5 \times 1.72 \times 1.21 \times 1.8 \times 182.25 = 341$ (N) = 34.8 (kg). \quad (8)$

In order for the plane began to take-off from the runway, next condition should carry out $Y > M_0$. If providing the total lift force $Y = 91$kg, power $Y_2$ will be:

$Y_2 = Y - Y_1 - N_Y = 91 - 34.8 -15.2 = 41$ (kg) = 401.8 (N). \quad (9)$

Then, turning the formula (3), measured flow rate behind the airscrews of PP:

$V_{\text{blow take-off}} = \sqrt{\frac{2 \cdot Y_2}{C_{y.2} \rho S_{w.2}}} = \sqrt{\frac{2 \cdot 401,8}{2,02 \cdot 1,21 \cdot 1,02}} = 18$ (m/s) $\approx 64.8$ (km/h). \quad (10)$

Growth of velocity, which is formed by PP determined from the equation [3]:

$V_{\text{blow}} = \sqrt{V_{\text{blow take-off}}^2 + V_{\text{take-off}}^2} = \sqrt{18^2 - 13,5^2} = 11,91$ (m/s) = 42.86 (km/h). \quad (11)$

The area which is blown by PP of the total wing area:
The corresponding increase of lift is:

\[ \Delta Y_{\text{blow}} = 0.5 \, C_{y,2} \, \rho \, S_{w,2} \, V_{\text{blow}}^2 = 0.5 \times 2.02 \times 1.21 \times 1.05 \times 11.91^2 = 182 \, (N) = 18.6 \, (kg). \]  

From the total lift it is:

\[ \Delta Y_{\text{blow}}/Y \times 100% = 18.6/91 \times 100% = 20\%. \]  

Fig. 3 graphically shows the distribution of lift along the wingspan (L) of unmanned aircraft M-7D during take-off, where 1 - the force created by the wing, 2 - flaps, 3 - blowing of wings, 4 - vertical component of thrust PP.

Conclusions

1. When blowing the aircraft M-7D from PP 36.8% of the wing, which is operated by 67% of single slotted flaps, increase of lift by blowing was up to 25%.
2. As seen from the results of the experiment, blowing wings is an essential reserve for the take-off speed reduction and distance of the run of unmanned aircraft with lateral displacement of PP on the wing.
3. As ways of further improving take-off characteristics of two-engined unmanned aircraft we can offer increased area of wing blowing, for example increasing the diameter of propellers, as well as application of more efficient mechanization of wings in the area of blowing, in particular Fowler flaps and slats of maximal possible chords.
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HINGE MOMENT CALCULATION OF MOVING AERODYNAMIC SURFACE

Considered variable techniques calculation hinge moment of moving aerodynamic surface. Changes are made in existing technique. Calculation fulfilled with changes and received torque values of servo.

The urgency of work. At present the problem definition efforts on connecting rods of moving aerodynamic surfaces quite acute, as well as incorrect estimation of these parameters leads to higher economic costs for the use of more powerful servos, or in worst case - amendments to existing structures of aircraft. As shown, the use of wind tunnel to determine the effort on connecting rods of moving aerodynamic surfaces is fairly accurate, but uneconomical for low-cost projects. Currently, for small and unmanned aircraft are widely used indirect methods to study characteristics of the aircraft, which is associated with lower economic and resource costs in comparison with natural methods of investigation. In our view, as an alternative to determine the hinge moments can offer the use of numerical methods. Methods of finding the hinge moment in general similar to the methods described in the works of Lebedev A.A, Chernobrovkyn L.S. "The dynamics of flying unmanned aircraft", but instead of using only the of lifting force coefficient we propose to use the full rate of aerodynamic force coefficient, which we believe is more accurate.

The aim is to calculate hinge moment of moving aerodynamic surface and torque of servo.

Solving the problem. Consider the calculation of hinge moment after the example of elevator UAV M-7V5. The hinge moment of moving aerodynamic surface is calculated by the formula:

\[ M_{H} = P \times I_s . \]  

From the formula (1) shows that the hinge moment depends on the aerodynamic forces and the shoulder at the end of which there currently. For the case since elevator formula (1) takes the form:

\[ M_{EV}^{EV} = P_{EV} \times I_s^{EV} , \]  

where \( P_{EV} \) - the total aerodynamic force that creates the elevator, \( I_s^{EV} \) – elevator’s arm suspension .

Full aerodynamic force is calculated by the known lifting force formula, where the rate of total aerodynamic force vector sum of the lifting force coefficient and drag coefficient

\[ P = 0,5\sqrt{\Delta C_{y}^{2} + \Delta C_{s}^{2} \rho V^{2} S} \]  

For a full aerodynamic force that creates elevator formula (3) takes the form:

\[ P_{EV} = 0,5\sqrt{\Delta C_{y}^{2} + \Delta C_{s}^{2} \rho V^{2} S_{EV}} \]  

Lifting force coefficient is determined by the formula [2]:

\[ \Delta C_{y} = \Delta C_{ya max}(K_{1}, K_{2}, K_{3}, K_{4}, K_{5}) . \]  

Since the stabilizer with elevator aerodynamically similar mechanized wing, then the formula (5) takes the form:

\[ \Delta C_{yEV} = \Delta C_{ya max}(K_{1}^{EV}, K_{2}^{EV}, K_{3}^{EV}, K_{4}^{EV}, K_{5}^{EV}) . \]  

Coefficient \( \Delta C_{ya max}^{EV} \) is determined from tables of aerodynamic characteristics of mechanized wings [3] for single-slit steering surface. Since the stabilizer with elevator aerodynamically similar mechanized wing, then correction factors \( K_{1}^{EV} - K_{5}^{EV} \) you can see from the graphs in Fig.1.

\[ \Delta C_{ya max}^{EV} = 1,18; \quad K_{1}^{EV} = 1,15; \quad K_{2}^{EV} = 0,8; \quad K_{3}^{EV} = 1,1; \quad K_{4}^{EV} = 1,2; \quad K_{5}^{EV} = 1. \]  

At the same time the drag coefficient is determined by the formula [2]:

\[ \Delta C_{x} = \Delta C_{xa min}(K_{\gamma}, K_{1}, K_{\phi}, K_{x}) . \]
Since the stabilizer with elevator aerodynamically similar mechanized wing, then formula (7) takes the form

\[
\Delta C_{\text{aEV}} = \Delta C_{\text{xα min}} (K_1^{\text{EV}}, K_2^{\text{EV}}, K_3^{\text{EV}}, K_4^{\text{EV}}).
\]  

(8)

Fig.1 The correction factor K1 ... K5 to determine growth factor lifting force for mechanized wings that take into account the impact:

- \(K_1\) - the relative thickness of the wings;
- \(K_2\) - the angle of deflection of flaps;
- \(K_3\) - relative to the chord flaps;
- \(K_4\) - the relative magnitude of flaps;
- \(K_5\) - swept to quarter chord wings.

Coefficient \(\Delta C_{\text{xα min}}^{\text{EV}}\) is determined from tables of aerodynamic characteristics of mechanized wings [3] for single-slit steering surface. Since the stabilizer with elevator aerodynamically similar mechanized wing, then correction factors - you can see from the graphs in Fig.2.
Fig. 2 The correction factor to determine the rate coefficient of resistance of mechanization wings 
that take into account the impact:

- $K_b$ - Relative to the chord flaps;
- $l_K$ - The relative scale of mechanization;
- $\phi_K$ - The width of the fuselage;
- $\chi_K$ - The angle swept by the axis hinge flaps.

Using the found coefficients and formulas (5.8) can be calculated $\Delta E_{VC}$ and $\Delta x_{EVC}$:

$$
\Delta C_{x_{min}}^{EV} = 0.13; \quad K_b^{EV} = 1.5; \quad K_{l}^{EV} = 1; \quad K_{\phi}^{EV} = 1; \quad K_{\chi}^{EV} = 1.
$$

Using the found coefficients and formulas (5.8) can be calculated $\Delta C_{y_{EV}}$ and $\Delta C_{x_{EV}}$:

$$
\Delta C_{y_{EV}} = 1.18 \times 1.15 \times 0.8 \times 1.1 \times 1.2 \times 1 = 1.433,
$$

$$
\Delta C_{x_{EV}} = 0.13 \times 1.5 \times 1 \times 1 \times 1 = 0.195.
$$

Full aerodynamic force that creates the elevator by the formula (5.4) is:

$$
P_{EV} = 0.5 \sqrt{1.433^2 \times 1.195^2 \times 1.249 \times 83.33^2 \times 0.23} = 1442.21 \text{(N)} = 147.01 \text{(kg)}
$$

Using the values of aerodynamic forces can be calculated shoulder at the end of which there is hinge moment created by rejecting the half height of the maximum steering angle when flying at top speed. To find the length of the shoulder using a technique described in [1]: at the focus point of elevator deposited values of lifting force coefficient and drag coefficient, effective vector the full aerodynamic forces is determined. The next step is to build a line which is this vector and finding the distance between it and the axis of rotation of the elevator and this length is perpendicular going from the axis of rotation to the constructed line.

Find shoulder is 7.5 mm and articulated point that is created on the axis of rotation of the elevator is given by formula (2):

$$
M_{H}^{EV} = 147.01 \times 0.0075 = 1.102 \text{(kg \times m)}.
$$

2.19
Necessary servo efforts depends on the length drive rocker of aerodynamic surface and rolling pin length servo, making a further determination of appropriate quite simple. The effort, which occurs at the point of connection drive rocking the elevator servo drives of traction is by dividing the value of the distance between the axis of rotation of the steering wheel height and point of connection of the traction pin (takes very extreme point of the axis of rotation):

\[ F_{\text{EV}} = \frac{M_{\text{EV}}}{h_{\text{EV}}} = 1,102 / 0,033 = 33,394 \text{(kg)}. \]  

(13)

Knowing the length of the servo pin can find the time, which should develop servo to cope with existing workloads. Servo arm has a working length of 20 mm, and by this the length of the servo arm torque, that creating by servo (or group of servo drives) must not be less than

\[ M_{\text{servo}} = F_{\text{servo}} \times l_{\text{servo}} = 33,94 \times 0,020 = 0,6788 \text{(kg \times m)} = 67,88 \text{(kg \times cm)} \]  

(14)

As the elevator of UAV M-7V5 structurally consists of two identical halves, then each half hinge moment is twice less, then servo for steering half height should develop torque 33.94 kg\times cm.

Conclusions. The proposed method of finding efforts on connecting rods of movable aerodynamic surfaces can be used to develop low-cost projects, where the use of wind tunnel is economically unprofitable.
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COMPONENTS OF INFORMATION TECHNOLOGY PROCESSING OF DATA OBTAINED FROM UNMANNED AERIAL VEHICLE

The system of automated processing and analysis of digital images and videos obtained from the board of unmanned aerial vehicle offered.

Department of Applied Mathematics, National Aviation University offers the system of automated processing and analysis of digital images and videos obtained from the board of unmanned aerial vehicle. This system is fully developed by the department staff in conjunction with the design office "Virage", which is also a division of the National Aviation University. Next, in Figure 1 is shown the scheme with the basic building blocks of the system.

![Fig. 1. Basic building blocks of the system. Data Source – streaming data, this can be received from unmanned aerial vehicle. DPU – data processing unit. PU – preprocessing unit. Analyzer – data analytics unit]

Data Processing Unit Data processing unit allows to solve two major issues: receive and format (or decoding) input data to make it acceptable for analyzer; format (or encoding) the resulting data for transmits it over channels of communication to the sender (UAV, ground stations, etc.). Preprocessing Unit is used for data preparation either for more effective analytics or for visual improvement of digital graphic information which is represented in structured block after DPU’s work is finished. Main features are glow (Fig. 2c), digital stabilization (Fig. 2b), edge (Fig. 2c) of images and video. Main features of Analyzer, based on methods [1-3], are presented on Figure 3.
Figure 2. PU features. a – image without preprocessing; b – stabilized image; c – low-pass filtering (glowed image); d – high-pass filtering (edges of image).

PU methods can significantly improve the results of Analyzer. They also can be very helpful for users of the system when processing data is not much legible or has a lot of graphical noise.

![Analyzer Diagram](image)

Figure 3. Basic features of Analyzer.

Here are some examples of use Analyzer. On Figure 4 video frame with feature “Target capture and maintaining” is presented. On Figure 5 is presented horizon detection which is a part of “Stationary objects contours recognition” feature.
On Figure 4 we can see the system has detected objected and maintaining it. The system can also detect and maintaining multiple objects.

Here(Fig. 5) we can see real time detection of horizon line on the video received from design office “Virage”.

One of the important tasks of the system is texture recognition. It can be used to locate hardly noticeable to the human eye objects. As example below (Fig, 6) illustrated searching settlements at image obtained from Landsat [5] satellite.
The system can be used for processing of air photo data, for example image scaling. (Fig. 7).

The distortion of the image caused by camera angle can be removed using rectification methods. In the case of perspective rectification we need to know 4 pairs matched points on a map and on a photo. As a result, we get undistorted image, which can be used as a part of a detailed texture of 3D surface. For example, overlay the photo from “M-10 Eye” constructed in with the design office "Virage", at a fragment of a Google Maps [4] (Fig. 8).

Interactive three-dimensional model of terrain allows conducting flight simulation aircraft, quickly assessing the situation even in the absence of video and more. As an initial data for 3D model can be physical map and rectified photos (Fig. 9).
Conclusions

The offered information technology processing of data obtained from UAV include four main components: Data Source, DPU, PU and Analyzer.

Automated system can perform preprocessing of the data, dynamic target capture and maintaining, horizon detection, texture recognition, 3D models of terrain constructing.

The results may have application in developing aircraft simulators for training pilots, navigation systems, three-dimensional catalogs of maps for quick display of remote sensing, monitoring the current status of the airspace and so on. Further research may suggest the improvement of the proposed technology for specific types of aircraft.
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THE AUTOMATED SYSTEM “AMAP” FOR CONSTRUCTING 3D MAPS ACCORDING TO AEROSPACE PHOTOGRAPHY

An information technology underlying the automated system “AMap” described. The information technology includes: using physical maps as initial data for 3D surface; using spatial data interpolation methods; using methods of imposing noise and low-pass filtering to model for better user perception, in particular, reducing the “stairs effect”; using digital image stabilization for improving textures quality.

Introduction. At present, a realistic three-dimensional maps can be use to develop navigation systems, three-dimensional catalogs of maps, to control current status of the airspace, in the movies and more. One of promising area is the modeling of 3D maps, where as textures can be used images obtained by unmanned aerial vehicle (UAV). Spatial models of maps based on UAV data can be components of data storage; data can be detailed or aggregated [1] to solve specific problems, such as modeling the current state of airspace, simulation runway of an airport, etc.

Images obtained from UAV, can have great resolution, which does not allow displaying them in full size. In terms of the concept of data storage, it should be noted that images the Earth's surface is a detailed data. Processing and using of such data has some difficulties. At the same time interactive spatial model is a set of aggregated data and enables the user to interact with the map, look at it from different points and angles, view some detailed fragments or the general scene.

The question of building three-dimensional map includes the construction of a model of the terrain based on geodetic measurements and overlay images of Earth's surface binding to fixed points. Also, the process of creating 3D maps can be followed by a need to solve additional problems:

1) increasing counts of relief model data (based on interpolation techniques);
2) changes in the representation of 3D models which contribute to a better perception of the user (the effects of “noise”, “smooth”, etc.);
3) procedures for handling texture (quality improvement).

The automated system “AMap” implements the methods to solve the issues described above.

Problem. As mentioned, to create three-dimensional maps need to construct a spatial model of the terrain and to bind it to image the Earth's surface. Steps of constructing 3D map are in Fig. 1:

![Figure 1. Steps of constructing three-dimensional map.](image_url)

One of the instruments of the initial data for the model topography is digitizing electronic physical map with the defined heights scale. Physical map is a map that is presented as a schematic diagram of a location and scale heights. In compliance with each color of the heights scale supplied range of heights (Fig. 2).

For definiteness, assume that the physical map presented as bitmap with RGB color model. Denote \( p_{i,j}, i = 0, W - 1; \ j = 0, L - 1 \) - intensity of color pixel component, where \( W, L \) - linear dimensions of the image. Let is a digital high resolution image; obtained from remote sensing (e. g. 2.26...
Landsat) that determines the sample surface of the Earth. Hereinafter we will call this the image texture in terms of texture of 3D model. Denote \( p_{i,j}^*, i = 0, W^* - 1; j = 0, L^* - 1 \) - intensity of color pixel component (R, G, or B), where \( W^*, L^* \) - linear dimensions of the texture.

Three-dimensional coordinates will be denoted in the Cartesian coordinate system where axes \( x \) and \( z \) correspond to the width and length of the map and axis \( y \) - height above sea level.

There is necessary to develop information technology for construction 3D maps, which allow:
1) recognition of electronic physical map and identification of the heights scale;
2) build a model of spatial locality by using obtained data;
3) binding of realistic textures and the constructed model;
4) improve the quality of overlay texture;
5) changes in the 3D models that contribute to a better perception of the user.

Purpose of article is a description of information that underlies automated system “AMap”.

**Basic material.** As mentioned the issue of building three-dimensional map includes the construction of a model of the terrain based on survey research and the task of overlay a picture of the Earth's surface by binding fixed point. Next, consider the steps to create 3D maps according to the induced (Fig. 1).

**Recognition of physical maps.** At this stage there is the task of mapping data in a physical map with spatial coordinates. Put \( w \) and \( l \) - linear dimensions on axis \( x \) and \( z \) of fragment spatial models that corresponds to one pixel. Analyzing the height scale, each \((i, j)\) pixel \((i = 0, W - 1; j = 0, L - 1)\) of physical maps with the intensity of color component \( p_{i,j} \) match to the height \( h_{i,j} \).

Color of an input image pixel may not coincide with the color from heights scale, for example, if the map has conditional tags, pictures of rivers, city names and other symbols. Then recursively analyzes color values of neighboring pixels, until found necessary value of height.

**Build a 3D model.** There are many graphics accelerators with hardware to paint 3D objects, removing invisible parts, binding texture etc.

In the previous step was obtained \( h_{i,j}; i = 0, W - 1; j = 0, L - 1 \) – the set of points which are formed by a uniform grid. Quite easy to build a triangles network on these points:
\[ h_{i,j}, h_{i+1,j}, h_{i,j+1}, \ldots; i = 0, W - 2; j = 0, L - 2 \].

By using software (DirectX, OpenGL, etc.) these polygonal areas are transferred for further processing accelerator that lets you take advantage of 3D-accelerators [2].

**Texture mapping.** Rectification may be considered as a transformation process of digital images carried out to obtain distortion of the images. Transformation parameters are obtained by using control points on the uncorrected raw image and their corresponding points on the map. There are three commonly used approaches to perform rectification process. These methods are polynomial, projective, and differential rectifications [3].

Projective transformation is defined by eight parameters, which can be derived from four object points lying in a map and their corresponding texture image coordinates. At the end of the geometric transformation, to obtain the pixel values (gray level values, intensities or color values) of the new image, a radiometric resampling is required. For this purpose, interpolation techniques are used (e.g. interpolation methods based on local polynomial splines, which are close to the average [4]). The rectification of image obtained from Landsat satellite [5] is on Fig. 3.
Additional changes. The following changes in the representation of 3D models contribute to a better perception of the user, but not a means of increasing its details. Their use depends on the problem that faces a particular realization of the spatial models.

Imposition of noise. Electronic physical maps contain information about a limited number of sections of height. For visual improvement resulting spatial models, and reduce the “stairs effect” (Fig. 4.a) suggested imposing a random normally distributed noise, which depends on the height of points on which it is imposed, i.e. \( h_{i,j} = h_{i,j} + \varepsilon_h \), \( i = 0, W - 1 \), \( j = 0, L - 1 \) where \( \varepsilon_h = N(0, \sigma_h) \) - normalized random variable with mean square deviation \( \sigma_h = \varphi(h) \) - a function of height, which is chosen so that any values of \( \varepsilon_h \) didn’t go beyond the corresponding section of the heights scale.

Smoothing. After the imposition of noise possible to conduct smoothing of sequence \( h_{i,j} \), \( i = 0, W - 1 \), \( j = 0, L - 1 \) using of low-frequency filters, to provide “realistic” look of the model. For example [6]:

\[
\tilde{h}_{i,j}^* = \sum_{i-s}^{i+s} \sum_{j-r}^{j+r} \gamma_{i-s, j-r} \tilde{h}_{i-n, j-l}, \quad i = r, W - r - 1; \quad j = r, L - r - 1;
\]

\( (2r + 1)\times(2r + 1) \) - size of mask of low-frequency filter; \( \gamma \) - filter mask.

Increasing the number of samples. In general, the number of pixels electronic physical map does not match the number of pixels of a texture: \( W \neq W^* \) and \( L \neq L^* \). Accordingly, the dimension sequence of \( h \) is less than the dimension of texture overlay. To increase the number of periods \( h \) is a need for methods of interpolation. To ensure the performance of calculations it is expedient to use
the local approximation methods, in particular, to apply local polynomial splines of
two variables based on B-splines that, on average, are related to interpolar [4], which can
complement the array of vertices of the spatial model to the image size. Algorithms based on
these splines have a great performance due to the low number of arithmetic operations and can
operate in real time.

**Improving the texture quality.** The
texture obtained by spacecraft may be distorted
due to camera movement. This defect is a
common on not fixed shooting or shooting from a
platform that can be subject to some mechanical
effects, such as microvibrations. The result of
such defects can be eliminated or at least greatly
reduced, not only hardware but also the
mathematical processing procedures that operate
in real time.

Assume that the distortion caused by the camera
movement, i.e. impose a random low-pass filter:

\[ p_{i,j}^* = \text{Low}(p_{i,j}^0) ; \quad i = 0,W-1; \quad j = 0,L-1, \]

\[ p_{i,j}^0 - \text{color components of the ideal undistorted}
image. \]

Denote \( \{\tilde{p}_{i,j}^\ast\}_{i=0,W-1,j=0,L-1} \) – sequence of the
color component raster after stabilization. In [7]
presented linear operators such that

\[ \tilde{p}_{i,j}^\ast = C(p_{i,j}^\ast) , \text{ and implemented: } \tilde{p}_{i,j}^\ast \approx p_{i,j}^0; \]

\[ i = 0,W - 1; \quad j = 0,L - 1, \text{ for random mask } \chi: \]

\[ C(p_{i,j}^\ast) = \sum_{i=0}^{W-1} \sum_{j=0}^{L-1} \chi_{i,j} p_{i,j}^0 + \sum_{i=0}^{W-1} \sum_{j=0}^{L-1} \chi_{i,j} r_{i,j} - 1; \]

\[ j = r_{i,j}L - r_{j} - 1. \]

**Software.** An automated system “AMap” designed to detect patterns of digital physical maps,
identifying the height scale and build three-dimensional models by using obtained data. The system
consists of two separate applications, which can operate independently of each other. The first
application MapCreator (Fig. 5) implementing electronic identification of physical maps in JPEG or
BMP image and save data in file 2dm format.

The second application Map3DBuilder (Fig. 4) allows you to read data from a file 2dm format
and implements methods of construction and transformation of the spatial model (blending textures,
noisy, smoothing, etc.). System requirements for the second application: CPU: Pentium with a clock
speed of at least 1GHz or equivalent processor, RAM: at least 96 MB (256 MB recommended)
Operating System: Windows XP Service Pack 3 or higher; screen: resolution 800 x 600, 256 colors,
graphics card: DirectX 9.0c with support and support for pixel shader version 1.1. Required
Components: Microsoft. NET Framework 3.5 or higher; Microsoft XNA Framework
Redistributable 3.0 [8].

**Figure 4.** Constructed 3D model with
mapped texture: a) intact; b) noisy,
c) noisy and smoothed.
Figure 5. The main window of the first application (1 - home page 2 - picture settings; 3 – workspace; 4 - adjustment; 5 - map reader, 6 - build a 3D model)

Conclusions

An automated system “AMap” implements information technology that includes: using of digitized data of physical maps as maps heights 3D surface; using spatial data interpolation methods based on local polynomial spline interpolation close to the average increase in the number of periods for which there is modeling 3D surface; the methods of imposing noise and low-pass filtering methods to better model the user perception, in particular, reducing the “stairs effect”; using digital image stabilization for improved overlay textures.

The results may have application in developing aircraft simulators for training pilots, navigation systems, three-dimensional catalogs of maps for quick display of remote sensing, monitoring the current status of the airspace and so on. Further research may suggest the development of automated air traffic navigation systems, weather simulation, modeling take-off and landing aircraft, and more.
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OBJECT RECOGNITION METHODS AND THEIR APPLICATION IN UNMANNED AIRCRAFT SYSTEMS

Object recognition is an important task for enhancement of UAS capabilities and operation safety. The aim of this report is to summarize and compare some of the well-known methods used at different stages of object recognition process and to identify the possibilities of their application in unmanned aircraft systems. Some advantages and disadvantages of these techniques are presented.

Unmanned aircraft systems (UAS) represent the new component of global aviation system. They can provide additional benefits to many industries as well as public sector. UAS are a cheaper alternative to manned aircraft, and are ideally suited for dangerous missions that would be challenging for a human pilot.

Military industry was the pioneer in the use of unmanned aviation, and now the domain of its civil use is expanding rapidly. Today, UAS may be applied for farming, aerial photography, environmental and security monitoring, firefighting and rescue operations, film industry, etc.

However, the use of UAS sets new challenges. Ground collisions and midair collisions present the main UAS operation related hazards with respect to public safety. Both constitute significant hurdles on the way of UAS integration into unsegregated airspace. Effective object recognition system will help to improve both safety of UAV operation and quality of rendered services.

General Process of Object Recognition

The basic components in object recognition are pre-processing, feature extraction and selection, classifier design and optimization. Pre-processing involves noise filtering; smoothing and normalization. Classification problem is the main component of object recognition. The aim of classification process is to extract patterns and to differentiate classes of objects.

Pattern recognition task is often solved by statistic methods, such as template matching, linear and quadratic discriminants, Parzen density estimator, the k-nearest neighbor classifier, and Neural Networks [3].

However these methods are not always convenient, because classification rule has to be designed without knowing the distribution of the measurements in different groups. Recently, Support Vector Machines (SVM) [8] have become very popular in classification processes as they have significant advantages if compared to template matching or even Neural Networks.

Pre-processing

Pre-processing is used for selection of the object of interest from the background. This stage usually includes noise filtering, smoothing and normalization.
Feature selection and extraction

Feature selection is a process that selects a subset of original features. Its final objective is to select the optimal features subset with the help of which the highest accuracy may be obtained.

Figure 2. Schematic diagram of feature selection stage.

Filter and wrapper are the two most well known types of feature selection methods [5][8]. Filter methods select the most suitable features according to prior information and their performance is not connected with the classification algorithm.

Feature extraction methods determine an appropriate subspace of dimensionality \( m \) in the original feature space of dimensionality \( d \) (\( m \leq d \)). Most of the feature extraction methods are supervised methods. These methods require prior knowledge and training examples with labels. Linear feature extraction method is based on Principal Component Analysis (PCA), Linear Discriminant Analysis, Independent Component Analysis, and project pursuit. Since PCA uses the most expressive features (eigenvectors with the largest eigenvalues), it effectively approximates the data by a linear subspace using the mean squared error criterion [3]. The projection pursuit and independent component analysis (ICA) are more appropriate for non-Gaussian distributions as they do not rely on the second-order property of the data. Among nonlinear feature extraction methods Kernel Principal Component Analysis is used most often. The main idea of kernel PCA is to first map input data into some new feature space \( F \) typically via a nonlinear function \( \Phi \) and then perform a linear PCA in the mapped space. However, the \( F \) space often has a very high dimension. To avoid computing the mapping \( \Phi \) explicitly, kernel PCA employs only Mercer kernels which can be decomposed into a dot product,

\[
K(x, y) = \Phi(x) \cdot \Phi(y)
\]

As a result, the kernel space has a well-defined metric. Other methods of nonlinear feature extraction include Principal Component Analysis network, nonlinear Principal Component Analysis, nonlinear auto-associative network, Multi-Dimensional Scaling and Self-Organizing Map, etc.

Classification

Many different methods can be used to design a classifier. Let us discuss three most frequently used methods.

The first method is grounded on the similarity principle (template matching). In template matching, a prototype of the pattern to be recognized is available. An object to be recognized is matched against the stored template while taking into account all allowable changes in position and scale.

If all of the class-conditional densities are completely specified, then the optimal Bayes decision rule can be used to design a classifier [3]. However, the class-conditional densities are usually not known in practice and must be learned from the available training patterns. The optimal Bayes decision rule for minimizing the risk of losses can be stated as follows: Assign input pattern \( x \) to class \( \omega_i \) for which the conditional risk

\[
R(\omega_i|x) = \sum_{j=1}^{G} L(\omega_i, \omega_j) \cdot P(\omega_j|x)
\]

is minimum, where \( L(\omega_i, \omega_j) \) is the loss incurred in deciding \( \omega_i \), when the true class is \( \omega_j \) and \( P(\omega_j|x) \) is the posterior probability.
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The third method involves construction of decision boundaries by optimizing certain error criterion (Fisher’s linear discriminant, multilayer perceptrons, support vector machine). SVM is one of the most efficient methods as it allows training of generalizable, nonlinear classifiers in high dimensional spaces with the help of a small training set. SVMs generalization error is not related to the dimension of input, but to the boundary with which it separates the data. Thus, SVMs can work well even with a large number of inputs.

In order to reduce the computational load for object recognition many different approaches are used [9][10]. Examples are k-nearest neighbor method, Parzen Window, Clustering, pairwise nearest neighbor (PNN) and Branch-and-bound. K-nearest neighbor method's disadvantage is that the distance must be calculated between an unknown and every prototype each time a sample is recognized. Parzen Window depends on the Kernel function and on the value of the window width. It allows us to obtain complex nonlinear decision boundaries. Clustering method aims at partitioning a given set of N data into M groups so that similar vectors are grouped together.

The main idea of pairwise nearest neighbor method the PNN can be generalized so that we can optimize multi-merging steps. Branch-and bound method employs a search tree for finding the optimal clustering and generates clustering through a series of merging operations.

**Optimization**

The optimization is performed on each stage of pattern recognition process. In pre-processing, optimization yields best quality of input pattern; optimization techniques are applied during feature selection and extraction stages in order to get optimal feature subsets. During classification stage the task is to minimize classification error.

**Application in UAS**

Designing of optimal UAS object recognition system is a challenging, but rewarding task. Object recognition system may be applied in navigation and control systems of UAV, allowing autonomous visual guidance and enhanced situation awareness. Since landing is the most critical stage during UAV flight, many studies and publications are focused on runway recognition for autonomous landing [1][6][11]. In [6] a detecting method based on runway area and characteristic points, which makes full use of the runway information and reduce the time of Hough transform is proposed. The combination of Hough transform and least square fitting guarantees the accuracy of the extraction of runway boundaries.

Object recognition from video data allows target detection and tracking [2][4]. In [7] authors proposed to use video data to train a target detection algorithm and measure parameters for an observation model that describes its efficiency. Then a recursive Bayesian estimator to fuse a series of detections over time application was applied, taking into account the observation model and associated with the altitude at which the observations occur.

**Conclusion**

Intelligent analysis of images provides a lot of mission-specific information and may help to deal with failures of the other sensors onboard the UAV. As safety, cost, and weight are main factors of UAS development it is very important to make use of visual sensors as they provide additional capabilities along with additional safety through situation awareness. Application of object recognition systems will allow more autonomy en-route and during landing, which is a critical stage.

Some of the methods for pattern recognition were discussed and compared. The main idea is that the quality of solution obtained depends on the relevance of patterns and the quality of features subsets obtained. Based on this summary of different methods, a combination of different methods may provide better solutions. Thus, complex object recognition systems that combine several techniques should be developed.
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CONCEPTION OF LICENSING OF CIVIL REMOTE PILOTS

A structure of unmanned aircraft system and processing of information by pilot are described. On the grounds of developed structure of unmanned aircraft piloting the conception of licensing of civil remote pilots is developed.

Formulation of the problem. In 1910, inspired by the success of the Brothers Wright young American military engineer from Ohio, Charles Kettering proposed to use an aircraft without a human. Airplane controlled by clockwork at the specified location should drop wings and fall like a bomb on enemy. After gaining support and funding from the U.S. Army he built and tested several models that have received the names of The Kettering Aerial Torpedo, Kettering Bug.

Currently, there is rapid growth in interest in the use of unmanned aircraft systems (UAS) by various organizations that already make their purchase and training of personnel for their operation. As a result of this, the use of unmanned aircrafts (UA) in the civilian sector is currently awaiting the decision of some technical and organizational problems, including licensing of civil remote pilots without which any sustainable use of UA.

Analysis of recent researches and publications. Currently, UA can be divided into two groups: one for flights within visual line of sight and second for flights beyond visual line of sight [1]. Such distribution suggests the use of different control systems. Despite all the dissimilarity of control systems a unity in the methods and techniques of piloting in these cases are kept [2]. This leads to the conclusion about the need to develop a generalized method of both training and licensing of civil remote pilots.

A high and uniform level of both training and licensing should at all times be ensured in civil aviation, by the adoption of common safety rules and by measures ensuring that products, persons and organizations in the Ukraine comply with such rules. This should contribute to facilitating the free movement of goods, persons and organizations in the internal market. The Chicago Convention already provides for minimum standards to ensure the safety of civil aviation. Ukraine essential requirements and rules adopted for their implementation should ensure that Ukraine fulfills the obligations created by the Chicago Convention [3].

Statement of problem. The Ukraine should lay down, in line with standards and recommended practices set by the Chicago Convention, essential requirements applicable to aeronautical products, parts and appliances, to persons and organizations involved in the operation of aircraft, and to persons and products involved in the training and medical examination of pilots.

It would not be appropriate to subject all UA to common rules, in particular UA that are of simple design or operate mainly on a local basis, and those that are home-built or particularly rare or only exist in a small number; such UA should therefore remain under the regulatory control. Consideration should in particular be given to USs with a low maximum take-off mass, which are produced in an industrial manner. UAs involved in commercial air transport, as well as pilots and persons, products and organizations involved in their training and medical examination, should be certified or licensed once they have been found to comply with essential requirements to be laid down by the Ukraine in line with standards and recommended practices set by the Chicago Convention. A person undertaking training to fly an UA must be sufficiently mature educationally, physically and mentally to acquire, retain and demonstrate the relevant theoretical knowledge and practical skill.

Presentation of the main material. An UA defines as one that is operated without the possibility of direct human intervention from within or on the aircraft. ICAO have adopted the term
UAS to designate them as aircraft and to recognize that a UAS includes not only the airframe, but also the associated elements—the control station and communications links—as shown in figure 1.

Figure 1. Conceptual Unmanned Aircraft System [4]

In the simplest form a control process is considered (Figure 2) as the processing of information about attitude and movement of UA, operation of its systems. It consists of three main stages [5, 6, 7]:

Figure 2. Processing of information by pilot
* Perception of information from environment and instrumentations about attitude and movement of UA, operation of its systems;
* Formation of notion about both state and regime of flight and decision-making on the necessary control action (if the pilot is aware the situation the decision in most cases is simple) based on perception, past experience and comparison of received information with pilot's inner conceptual flight model;
* Implementation of controls that is action on the controls to provide the necessary UA movement, and checkup of its results.

The process structure of UA piloting is shown in Figure 3. The process is a sequence of external pilot actions for detection the UA attitude and subsequent correction of this attitude by remote control system. Deviation signal is the discrepancy between the actual and desired UA attitude. Comparison is conducted by means of both visual and partially hearing analyzers that transfer information to the central nervous system of remote pilot.

Actually the remote control system itself is a transmitting-receiving device, transmitting part of which is on the ground control station, and receiving one is on the UA. Command and control line is used to transfer data between the UA and ground control station for UA flight control.

Mobile ground control station are used for flights within visual line of sight. In this case the transmitter of the remote control system equipped with two controls which are deviated by remote pilot hands from a neutral position in two mutually perpendicular directions. The controls allow using simultaneously all three channels of UA control surfaces and control channel of engine control lever. Besides for rapid turn of support functions, important lever or push-button switches may be installed on the tips of the main controls that allow switching them without removing the hand from the main levers. So actually in the process of UA control a pilot use visual and hearing analyzers, and commands executed by the fingers of both hands.

Obviously, as a criterion of the training of UA ground staff may be proposed a set of knowledge required for effective and safe operation of UA that the same criterion for training of manned aircraft.

**Conclusions**

A remote pilot must acquire and maintain a level of knowledge appropriate to the functions exercised on the UA and proportionate to the risks associated to the type of activity. Such knowledge must include at least the following:

- air law;
- UA general knowledge;
- flight performance and planning;
- human performance and limitations;
- meteorology;
• navigation;
• operational procedures;
• principles of flight;
• communications;
• general flight safety; and
• knowledge of specific UAS.

The acquisition and retention of theoretical knowledge must be demonstrated by continuous assessment during training, and where appropriate, by examinations. An appropriate level of competence in theoretical knowledge must be maintained. Compliance must be demonstrated by regular assessments, examinations, tests or checks.

A remote pilot must acquire and maintain the practical skills as appropriate to exercise his functions on the UA. Such skills must cover the following:
• pre-flight and in-flight activities, including UA performance, mass and balance determination, UA inspection and servicing, fuel planning, weather appreciation, route planning, airspace restrictions and runway availability;
• aerodrome and traffic-pattern operations;
• collision avoidance precautions and procedures;
• control of the UA by external visual reference;
• flight manoeuvres, including in critical situations, and associated ‘upset’ manoeuvres, as technically achievable;
• normal and cross-wind take-offs and landings;
• flight by reference solely to instruments;
• operational procedures, as appropriate to the type of operation;
• navigation and implementation of rules of the air and related procedures, using as appropriate, visual reference or navigation aids;
• abnormal and emergency operations, including simulated UA equipment malfunctions;
• compliance with air traffic services and communications procedures;
• UA type or class specific aspects;
• additional practical skill training that may be required to mitigate risks associated with specific activities; and
• non-technical skills, including the recognition and management of threats and errors, using an adequate assessment methodology in conjunction with the technical skills assessment.
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THE MODES OF VALIDITY OF REGULATORY REQUIREMENTS IN REGARD TO SPECIALIST TRAINING WHEN UNMANNED AIRCRAFT COMPLEXES OPERATING

Possibility of methods using of the optimization modeling for numerical validity of unmanned aircraft specialists training standards is analyzed.

Problem definition.
Expanding the use of unmanned aircraft complexes recently bring up a problem of their operating that directly depends on specialist job knowledge when unmanned aircraft complexes operating. Unfortunately, at this time there is not any standard in relation to specialists training. Moreover, training of the specialists in the sphere like this does not exist in Ukraine yet. Thus, the task of unmanned aircraft complexes operating specialists training is currently relevant. Besides, with reference to experience of standardization when training of the other aviation specialists, there exist the greatest problem dealing with numerical data validity up to standards and regulatory requirement [1]. Thuswise, validity of regulatory requirement in accordance with specialist training when unmanned aircraft complexes operating is rather relevant.

Analysis of the recent researches and publications. Analogy of aviation specialist training that are fit into different categories is analyzed by the author. We have an opportunity to research the global experience of standardization and rating when pilots training for the furthest extension into the course of specialist training when unmanned aircraft complexes operating.

To create an advance system in connection with aviation specialist training of new generation (NGAP) it was set up target group in May,2009, in compliance with ICAO regulations. NGAP specialists identified the range of aviation professions that demands the developments of qualification criteria (it might be referred to the specialists training when unmanned aircraft complexes operating). NGAP group examined the necessity to work out qualification criteria in compliance with international standards and carry out aviation personal performance review for issue of certificates [1]. American and European requirements are set up [2] based on the basic requirements (minimum standard) according to pilot ability level, experience, preparatory set, issue and recognition of certificates [1], which are brought into requisition by the National Aviation Authorities across the world. In [1] there are equal pilot competences of the multicrew are defined, efficiency criteria to evaluate the standard of knowledge and abilities are proposed to use as well [3]. But requirements of documents are declarative, thus it isn’t allowed to accept the valid and optimum decision in relation to training strategy. Moreover, the training process is rather expensive and dynamic.

There is a need to link quality and value of learning in a single non-trivial procedure. Qualification System is the most promising criteria for minimum resources and time. But despite its advantages and development of 22 states of relevant legal documents, qualification training system has not found a mass use yet. Since the implementation of the present time the total number of pilots who trained and prepared according to the program totaled 400, which is 100 times less than the real needs of the global commercial aviation. Reasons:
1) lack of clear quantitative assessments of skill levels;
2) lack of models depending on the level of training versus resources that are used;
3) lack of formal approach to validate the choice of education means;
4) lack of model transition from proper teaching mode to another one;
5) lack of algorithms for optimization cost and training time while providing the required level of flight safety.

All listed issues are completely (or even more, due to less experience) related to the specialist training of the unmanned aircraft complexes.

The aim of the article is to spread the experience of mathematical validity and regulatory requirements for pilots training on the process of specialists training when unmanned aircraft complexes operating.
The main material.
The main components of the qualification approach are the qualifying blocks, qualifying elements, performance criteria, instructional guidelines on the use of objective data and assessment, collection of variables as well. Document [3] considers the following qualification levels:

1) principles of threat and error factors usage, 2) accomplishment of ground-based and pre-flight operations; 3) takeoff operation; 4) making a climb; 5) performance cruising flight, 6) descent operation, 7) landing approach, 8) landing, 9) the execution of post-landing and post-flight operations.

Qualification blocks, qualifying items, performance criteria are determined by analysis of duties and tasks of aviation professionals in relevant to regulations and provide a description of results that can be observed. Basic functions (qualifying blocks) are divided into elements, which set up criteria for evaluating performance of operations and compliance with the duties of crew members.

Program requirements for pilot certification of the multicrew is corresponded to the stages of practical training with a total minimum of 240 hours. The procedure of mastering skills that are necessary for the level of multicrew is integrated with the practice of working knowledge using appropriate means of flight, training and ground training (Table 1).

Table 1

<table>
<thead>
<tr>
<th>Subjects of training</th>
<th>Preparation stages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Advance</td>
</tr>
<tr>
<td>- CRM (Crew Resources Management)</td>
<td>+</td>
</tr>
<tr>
<td>- LOFT (Line Oriented Flight Training)</td>
<td>+</td>
</tr>
<tr>
<td>- Specific procedures</td>
<td>+</td>
</tr>
<tr>
<td>- Standard procedures</td>
<td>+</td>
</tr>
<tr>
<td>- Multicrew</td>
<td>-</td>
</tr>
<tr>
<td>- All weather procedures</td>
<td>+</td>
</tr>
<tr>
<td>- Instrument flying</td>
<td>-</td>
</tr>
<tr>
<td>- En-route instrument flight</td>
<td>-</td>
</tr>
<tr>
<td>- Nonvisual flight</td>
<td>-</td>
</tr>
<tr>
<td>- Solo flight</td>
<td>-</td>
</tr>
<tr>
<td>- Landing practice</td>
<td>+</td>
</tr>
<tr>
<td>- Annex (a pilot that manages the flight/doesn’t manage the flight)</td>
<td>-</td>
</tr>
<tr>
<td>- Recovery management of the AC</td>
<td>-</td>
</tr>
<tr>
<td>- Flight principles</td>
<td>-</td>
</tr>
<tr>
<td>- Cockpit procedures</td>
<td>-</td>
</tr>
</tbody>
</table>

Requirements training plan for multicrew includes four stages of the students training implementation. The students training is progressing to manage a single-engine aircraft, multiengine gas-turbine aircraft, multicrew. Moving on to the next stage of training it is necessary to demonstrate achievement of the objectives of training phase with lower ratings for the S-alike point depending on the level of education $y$ of spent resources [4], is illustrated in Figure 1. For example, the transition to the second stage of the training $y_1(x) \rightarrow y_2(x)$ is done only when the level of training pilots for the first technology $y_1(x)$ will be higher than a given value $y_{1\text{2st}}$. Similarly for the transition $y_2(x) \rightarrow y_3(x)$ is necessity to execute the required facilities $y_2(x) > y_{2\text{2nd}}$. 
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In fact, the question arises as to both pilots and specialist training on unmanned aircraft complexes operating and the evaluation of the level of training at each stage of education and for the entire curriculum. The level of pilots training is not simply the sum of estimation for the phases. Local evaluation of training in the binary scale of "satisfactory / unsatisfactory" [3] can be transformed only in the same binary assessment for the entire curriculum. In practice, the need for more differentiation of pilots training levels and specialists of unmanned aircraft complexes operating, as for the entire curriculum and when deciding to move to the next phase of training. To solve the present issue let us just imagine the qualifying blocks in a hierarchical structure. The number of individual elements and hierarchical levels can be increased according to degree of detail of qualifying blocks. Proper mathematical training level dependence has the form

\[
y = \sum_{i=1}^{n} \beta_{i1} \sum_{j=1}^{n} \sum_{k=1}^{n} \beta_{i2,j} \sum_{l=1}^{n} \beta_{i3,l} (y_{i,j,l} (x_{i,j,l}))
\]

if \( \sum_{i=1}^{n} \beta_{i1} \sum_{j=1}^{n} \sum_{k=1}^{n} \beta_{i2,j} \sum_{l=1}^{n} \beta_{i3,l} \) is a definite convolution (additive, multiplicative, minimizing, combined, etc.), \( 1, i, j, k \) - branch code convolution, \( i3 = \{1, n3\} \) - the range of indices variation in convolution, \( \beta \) - weight coefficients, \( i1, i2, i3 \) - index of convolution element. Type of each convolution is chosen depending on the interchangeability degree of related types of training (full interchangeability - additive convolution, full irreplaceability - minimizing, intermediate cases - multiplicative with normalized weight coefficients).

### Correlations among different types of training

Besides solving the problem of evaluation training it is necessary to solve the problem of constructing an optimal program of the training course, which determines the sequence of the training types and the best moments of correlation among them. For instance, in the regulations regarding to issue of certification MPL (multicrew) [1-3] it is established the requirement of the total length of pilot training, but it isn’t determined the distribution of the actual flying simulate time. To substantiate the specific numerical indicators of correlation among different types of training it is offered to use the author's method [4], based on forecasting and optimization proficiency models of aviation specialists.

In capacity of model dependence of the pilot proficiency it is selected the logistics one in the form of ordinary differential equations [4]

\[
\frac{dx_L}{dt} = k_L x_L (a_L - x_L), \quad \text{if } x_L \text{ - pilot proficiency level, } k_L, a_L \text{- coefficients, } t \text{- time. The equation shows the dynamics of proficiency growth due to flight training. Synthetic flight training improves flying skills as well } \frac{dx_T}{dt} = k_T x_T (a_T - x_T), \quad \text{if } x_T \text{ - pilot proficiency level, that is achieved as a result of flight training, } k_T, a_T \text{- are coefficients. The quantities } a_L \text{ and } a_T \text{ are defined by expert way and show the maximum possible pilot training level that can be achieved through an appropriate type of training. In the example } a_L = 1; \ a_T = 0,45. \]

Supposing \( a_T < a_L \), then the synthetic flight training can be applied only if \( x_L < a_T \). It is set up the desired level to be achieved as well.
Besides the positive effect the synthetic flight training could have negative consequences because of the emergence of real external factors feeling of excessive confidence, undue risk behavior. So, we add to the previous equations 
\[ \frac{dx_{Tm}}{dt} = k_{Tm} x_{Tm} \left( a_{Tm} - x_{Tm} \right) \], if $x_{Tm}$ - the negative impact level of synthetic flight training towards pilot proficiency, $k_{Tm}$, $a_{Tm}$ - coefficients.

This component using only synthetic flight training reduces the overall level of training $x_L$, but with the continuation of flight training its action on the same law decreases.

Complicated pilot training model has the form:
\[ \frac{dx_L}{dt} = k_L x_L \left( a_L - x_L \right); \frac{dx_r}{dt} = k_r x_r \left( a_r - x_r \right); \frac{dx_{Tm}}{dt} = k_{Tm} x_{Tm} \left( a_{Tm} - x_{Tm} \right). \]

The results of numerical simulation in the case of moving from the synthetic flight training to the flight phase of training are demonstrated in Figure 2. The final correlation is formed by means of synthetic components $x_r$ and flight training; dependence characterizes the negative impact of synthetic training $c$ - expense to train; moving from the synthetic training towards the flight training takes place at a point with a value of abscissas (15), that is corresponded to a training level as $x_r = 0.4$. Charts (Fig. 2) indicate that increasing training level when flight training in a unit time is much higher than during training on the simulator, but increase of the cost on this type of training per unit time is much higher as well. So, there must be exist a certain point of the optimal moving from one type of training to another one as the criterion of minimum total cost of training to a specified level, and the criterion of minimum time of preparation for a certain proficiency level.

![Fig.2. Simulation results of compatible flight and synthetic flight pilot training](image)

To find the optimal point of time moving from the synthetic on to the flight training it was simulated dynamics of learning for all possible values $t_z$ (with a certain step) within the allowed area. The simulation results demonstrated the dependency of training cost $C(t_z)$, and dependency of training time $T(t_z)$ have certain optimal (minimum) value (Fig. 3). In the first case, it is the optimum criterion for a minimum value $I_C = \min(C(t_z))$, in the second case – a minimum time for training $I_T = \min(T(t_z))$. If it is necessary to satisfy both criteria and solve a multicriterion optimization task, such as coagulation of criteria using the linear convolution with weight coefficient $I_z = \beta_C \cdot I_C + \beta_T \cdot I_T$ (for $n$ - criterion task) $I_z = \sum_{i=1}^{n} \beta_i \cdot I_i$. It remains the problem of determining the coefficients $\beta_i$ which identify the superiority degree of the certain $(i-x)$ criteria. Definition $\beta_i$ requires consideration of the certain additional facilities that are associated with a specific problem. In particular, for the bicriterion task it is useful to set plurality of Pareto (Fig.4),
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which provides a good visibility graphics, simplifies incorporation of additional facilities and assessment of the benefit. Two optimal solutions for a minimum cost $I_c$ and time of training $I_T$ are marked in figure. When calculating both decision criteria it is necessary to take into account the additional facilities on the section between points $I_c$ and curve $I_T$.

![Fig. 3. Dependency of cost $C(t_2)$ and time $T(t_2)$ to achieve a certain proficiency level since the moment $t_2$ of moving from synthetic on to the flight training](image)

The methods are tested while pilots training, but easily adapted to optimize the specialists training of the unmanned aircraft complexes maintenance. To define the main areas of adaptation for unmanned aircraft complexes maintenance specialists: maintenance specialists training and operators training of the unmanned aircraft complexes. Thus, stage 1 (general aviation component) of training can be universal (600-800 hours of academic training). On stage 2 specialists of the unmanned aircraft complexes maintenance should take the greatest attention towards the theoretical training on specific subjects, including technical, hardware and advanced types of unmanned aircraft complexes and practical training to improve skills in sphere of unmanned aircraft complexes maintenance. In reference to unmanned aircraft complexes operators training it should be defined the following areas: academic training of the unmanned aircraft complexes operating, acquisition of special skills on unmanned aircraft complex simulator, acquisition of skills to manage a training unmanned remote control aircraft weighed 10-50 kg, acquisition of skills to manage the staff unmanned aircraft.

**Conclusions.**
1. The problems of validity of the numerical performance standards and regulations of various aviation specialists, including pilots and specialists of unmanned aircraft complexes operating are rather similar.
2. The qualified approach is the most promising in regard to formalization of aviation specialists training.
3. The most appropriate method to validate the regulatory requirements of aviation professionals training, including the unmanned aircraft complexes operating, is the usage of forecasting and optimization models, for instant by the means of author's methods in regard to optimizing the correlations among the different types of training. Future research should be focused on in detail of qualification units and optimization of the proper curriculum for the specialist of unmanned aircraft complexes operating.
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THE SOLAR ENERGY FOR THE UNMANNED AVIATION

A review of existing solar battery driven pilot less aircrafts was carried out. A balance concerning energy received from the sun that required for aircraft propulsion has been made. Presented also is an evaluation plot of the given index.

Energy efficiency in aviation is a comprehensive problem the solution of which for different aircraft needs individual approach. In some cases costly advanced technologies are resorted to, in other it is conventional mode of energy generation and primary sources of energy (al a rule, it is the airborne gas turbines and jet engines) that are considered more attractive for a specific flying vehicle.

Modern level of technology provides the possibility of gradual change-over to biofuel as the propellant for transport aviation but actual realization of this idea is presently blocked by a multitude of technical and economic factors.

Along most promising types of renewable energy for aviation, specifically for unmanned aerial aviation (UAV) one may readily consider the energy of solar radiation, first such UAV Sunrise I (fig. 1a) performed its maiden flight on 4-th of November 1974 [1].

Fig. 1. UAV: a) Sunrise I; b) Zephyr; c) Solar Eagle.
One of the latest developments in this field one may consider UAV Zephyr and Solar Eagle (Fig. 1 b, c) [1]. The latter has following characteristics:
- the wing span of 122 m, against 88,4 m for AN 225 “Mria”;
- the net weight 1270 kg;
- the load-carrying capacity over 450 kg;
- the velocity 100-115 km/h;
- the altitude ceiling bigger than 18 km;
- the non-stop flight duration near 5 years.

The most complicated tasks to solve with solar battery driven UAV are zero balance for radiation and required energy consumption.

It is know that the power needed to fly an aircraft is estimated by the following equation (the forces acting on the UAV in flight shown on fig.2) [2]:
\[ P_f = F_d v + F_a v \sin(\alpha), \]

where \( F_d \) – the drag force;
\( F_a \) – the weight;
\( v \) – the velocity of the flight of the airplane;
\( \alpha \) – the angle of attack of the airplane.

\[ F_d = F_{en} - F_l = -mg \]

Fig. 2. The forces acting on the UAV in flight.

Energy needed for the realization of flight is equal the integral of power over time [2]:
\[ E_f = \int P_f dt. \]

In due time the regime of energy generation by a photovoltaic battery is described by the following equation [3]:
\[
E(Q) = \begin{cases} 
0, & \text{providing that } Q < Q_0 \\
E, & \text{providing that } Q_0 < Q < Q_H \\
E, & \text{providing that } Q_H \leq Q
\end{cases}
\]

where \( Q_0 \) – initial total solar radiation in W/m\(^2\) incident on a horizontal plane that is sufficient to start off the generation of electricity by a photovoltaic battery;
\( Q_H \) – rated solar radiation in W/m\(^2\) incident on a horizontal plane which is sufficient for a photovoltaic battery to generate enough energy to run airborne equipment;
\( E \) – energy that may be generated by a photovoltaic battery at additional solar radiation;
\( E_H \) – energy in W/m\(^2\) that is generated by a photovoltaic battery at its rated working conditions [3].

Thus, main indicator of total power self sufficiency of UAV is coefficient \( k \) - ratio of the required energy to that received from the sun corrected for the efficiency of its conversion to electricity. Tue value of coefficient \( k \) should always be less that 1 at all even most adverse weather conditions. Photovoltaic batteries for UAV should be of the highest conversion efficiency to minimize wings Span and Area.
One more way of decreasing the value of $k$ is pulsing voltage charge mode of airborne equipment batteries that serve as emergency source of energy in case of UAV entering a cloud. Fig. 3 illustrates the dependence of $k$ from $E_f$ and $E$ for UAV in level flight over the capital of Ukraine Kyiv in winter. The initial values of the forces acting on UAV are taken from freely available reference sources.

Insulation data are taken from weather reports and the Atlas of renewable energy sources power potential of Ukraine.

Initial data intervals used from technical characteristic of UAV Zephyr and Solar Eagle.

![Graph](image)

Fig. 3. Dependence of $k$ from $E_f$ and $E$ for UAV.

The analysis of graphic data in fig. 3 shows that respective of solar energy fluctuations coefficient $k$ remains within permitted limits and solar energy is sufficient for the execution of fight.

In first seconds after change-over to solar-battery-powered flight a slight decaying oscillation process of UAV power system is observed. At clear sky conditions this process will be stable with strictly defined $k$ – values in the given interval.

**Conclusions:** solar energy presents considerable potential as a source of power for UAV. Energy input and consumption can be successfully balanced. Great interest for the promotion of this approach in aircraft industry presents the development of a unified power engineering standard for similar types of UAV for create a unified approach design of power systems. Openness these system technical architecture will pave the way to the dynamic development of UAV powered by solar batteries.
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AIR TRAFFIC CONTROL UNCERTAINTY FACTORS DURING SINGLE PERSON OPERATIONS

The classification of factors that impact staffing in air traffic management during single person operations is considered. The overview of the mitigation strategies highlighted for each of the six topics (degraded system operation, workload extremes, night work, single person operations, position handover and on-the-job training) is considered.

Introduction

The growing traffic, technological changes and commercial pressures makes staffing the air traffic control (ATC) operations complex and challenging [1-4]. To maintain a safe, orderly and expeditious flow of traffic, it is important to staff operational positions safely and to withstand commercial pressure avoiding unnecessary risks. This may require certain safety buffers to cope with expected and unexpected variances (e.g. people, technology, organisation, contextual) [5].

Each controller now responsible for a separate volume of airspace essentially works in isolation of those that may be around him/her. In a fully automated environment, there is not even any opportunity for interaction because the majority of coordination is automatically managed by the ‘machine’.

Nevertheless, it is not entirely as bad as one may expect because depending on workload, there are some limited opportunities for interaction with a neighbouring controller.

In a larger centre, and as the workload recedes, volumes of airspace are usually progressively combined until a single controller is ultimately responsible for vast tracts of airspace perhaps stretching halfway across sector of responsibility. At the same time, the next controller (also responsible for a vastly increased expanse of airspace) may be physically located a whole aisle away. Typically, this is the situation at night (with a couple of exceptions).

Classification of factors that impact staffing in air traffic management during single person operations

Single person operations (SPO) are defined as those periods of time when an operational ATC unit is providing service with only one person present on staff, that being the ATCO.

It is clear that in case of SPO, the redundancy of the human element is missing and therefore procedures need to be in place in the event of a failure of that element whether due to illness, fatigue or overloading [6].

These procedures should limit the levels and duration of traffic to an amount safely handled by alone air traffic controller (ATCO) and should also deal with the possibility of the ATCO becoming unable to perform his/her duties. Procedures should be in place not only for the SPO unit but also for neighbouring units that may be affected. Because traffic may increase unexpectedly or uncontrollably, backup staff should be available on call-in within reasonable time limits to ensure the safe continuation of service. But it should be noted that in the case of an aircraft emergency, it is unlikely that staff could be called in quickly enough to assist in the increased workload.

Another aspect of SPO is the lack of the Four-Eye Principle (4EP). 4EP is defined as the situation where an active controller is accompanied by another appropriately qualified controller whose function includes that of a safety net by monitoring the same working area as the active controller.

Approach environments

In the larger en-route centres that also provide approach services, one such controller may ultimately be responsible for all of the approach airspace around a major capital city airport and be
sitting quite remotely from other SPO controllers in the room. Typically, this is the scenario at night. In the smaller terminal control units providing an approach service, it is still a single controller, but now that controller is also the sole person on duty in that terminal control unit.

**Tower environments**

The reduction in staff in towers – particularly the smaller ones – also created situations where there are now a number of towers around the country which at various times during the day, are manned by a single controller. This scenario may be because the other controller is on a break or, there is simply no other controller needed and therefore none is rostered.

In the larger capital city towers (which are also equipped with a variety of surveillance technologies), the traffic/workload (even on a night shift) still requires at least two controllers. However, in the smaller regional and general aviation towers (usually where there is no radar or other surveillance technology available – yet), there is only a need for a single person – and at night, many of these towers are simply closed.

Single person operations give rise to a number of issues – some of which may give rise to a near-term safety hazard and others which may contribute to a longer-term safety hazard. Clearly, these hazards will need to be mitigated to maintain the safety of the air navigation system in such higher productivity circumstances. As well, there are also issues relating to the welfare of the controller.

Typical (but not necessarily exhaustive) safety hazards needing mitigation are [6]:
1. Controller loss of confidence in decisions in the absence of a ‘sounding board’.
2. Unnoticed or mismanaged errors or threats.
3. Unexpected workload (for example from unscheduled additional traffic; adverse weather impacting on ‘normal’ operations; facility failure leading to additional unfamiliar task load; etc.).
4. Unnoticed reduction in controller’s competence.
5. Reduced opportunity for mentoring (passing on wisdom).
6. Controller does not recognise having reached limit of capacity/competence.
7. Tunnel vision in circumstances where the controller is responsible for a large volume of airspace or a large aerodrome.
8. Loss of standardisation.
9. Emergence of untested or unapproved techniques.
10. Insufficient system knowledge to recognise operational impact of system degradation.

Typical (but not necessarily exhaustive) occupational health and safety hazards which may need mitigation are [7]:
1. Incapacity from a medical event or an accident.
2. Unrecognised or unacknowledged fatigue or medical unfitness (for duty).
3. Psychological stress – ‘it all depends on me’ and perhaps a feeling of inadequacy.
4. Adverse reaction to isolation – particularly in remote locations.
5. Staff security is compromised.

The overall hazards associated with staffing in air traffic management (ATM) are (figure 1):

- **Over- and under-staffing:** Not enough staff to handle properly the traffic, leading to safety occurrences including accidents. Over-staffing may lead to boredom and hence distraction. Also staff may be needed for other tasks;
- **Traffic variation:** High-traffic volume may fall into periods when humans are not at their biological peaks. This is influenced by factors such as length of duty and when the peak volume occurs in regard to circadian rhythm;
- **Competency/recency:** Competency to open required sectors or to combine certain sectors and recency for controllers, in particular part-time controllers.
- **Lack of redundancy due to SPO:** Lack of available redundancy for normal and degraded operations;
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- **Teamwork**: The quality and efficiency in the different mix of positions, right mix of people and coordination between sectors including the extent of cooperation and assistance available and provided within the team;
- **Overconfidence**: Controllers ‘can do’ mentality i.e. the mentality to do the job whatever the circumstances;
- **Fit for duty**: (fatigue, drugs, alcohol, medical). Awareness of fitness for duty state. Balancing personal and professional life and scheduling free time;
- **Health**: The impact of working shift overtime and the nature of the job on the individual;
- **Loss of job satisfaction**: caused by over- or under-staffing, dropping traffic, rosters or management and social issues.

Figure 1. Factors impacting staffing in ATM during SPO

These hazards may vary depending on the different configurations of operational positions (number of working positions required), type of traffic, pattern of traffic, Letter of Agreements and local procedures. The overall outcome could be the same but it is apportioned on different causes depending on en-route, approach, and tower environments.

**Mitigation strategies overview**

The following paragraphs provide an overview of the mitigation strategies highlighted for each of the six topics (degraded system operation, workload extremes, night work, SPO, position handover and on-the-job training) [6,7].

**Degraded system operation**

1. Working in planned degraded modes should require an assigned supervisor who is appropriately trained, and procedures designed to support operational staff.
2. A culture of empowerment should be developed to deal with issues not covered in checklists and contingency plans. Clarify roles of all operational staff for these situations. Consider assigning operational command authority to a position/person where appropriate.

3. There should be adequate access to operational and technical support.

4. Training (including simulator training) for operational staff should include understanding the impact of and response required in all types of degraded modes.

**Workload extremes**

1. Management should review recurring peaks in terms of impact on existing Letter of Agreements, rostering schedules and procedures.

2. Minimum staffing level arising from daily and seasonal traffic variations should be respected. That is only allow staffing to fall below these minimums when a requisite reduction in capacity is implemented or when anticipated traffic levels are below expectations.

3. Supervisors should be trained to monitor staff workload and assess individual and/or team performance limits at a given moment in time taking into account time on position, duration of shift, and workload context.

4. Recognise that low workload has its own hazards; to manage this consider approving extra curricula activity.

5. Consider introducing support tools to improve vigilance during low workload e.g. system alarms.

**Night work**

1. Strategies should be adopted to mitigate the effects of sleepiness and fatigue. Staff should relieve each other at appropriate times, have frequent breaks (and possibly naps) but with due regard to inherent hazards associated with the handover/takeover process itself, and rotate between positions.

2. Rest facilities should be available and backup staff should be close.

3. Supervisor should collapse and de-collapse sectors in response to unexpected demand (lower or higher). Supervisor should also call in additional staff if required (e.g. in response to negative weather forecast or unscheduled demand). Collapsed sectors should be co-located wherever possible.

**SPO**

Prior to making a decision to introduce SPO, a risk assessment should be undertaken to validate the decision. Equally, within the unit safety case, contingency plans should be developed for unplanned SPO.

Furthermore, prior to implementing SPO, it is recommended that:

- an operational supervision concept that supports SPO should be developed;
- the system design supporting the SPO concept should be verified;
- operational staff should be specifically trained to transition between two into one and one into two where relevant;
- operational staff should be trained in relevant human factors issues e.g. threat and error management training;
- a legal and corporate framework should be adopted that supports a just culture for incident reporting.

**Position handover**

1. Operational management should develop checklists for handover and takeover procedures (crosschecks, readouts).

2. Staff should follow a pre-determined checklist and complete the handover form.

3. Staff should be trained to conduct handovers and to be aware of the hazards associated with the handover process.

4. All handover/takeovers should be conducted at a time when doing so will not compromise the information transfer.

5. Operational staff assessment should include handover process on a regular basis.

6. Simultaneous handover of adjacent operational positions should be avoided.
OJT

1. The number of OJT sessions in Ops room at any one time should be restricted to avoid trainees in adjacent positions.
2. OJTI training should include extensive training in ‘active monitoring’, awareness of distraction issues and in the art of intervention.
3. All trainees should reach a required proficiency level prior to plugging into a ‘live’ position.
4. Ergonomics of the position should allow the instructor to easily observe all aspects of the position. Appropriate tools should be readily available for the OJTI to enable him/her to intervene rapidly.
5. The OJT trainee should be progressively exposed to training sessions of a duration similar to session lengths that are expected in the live environment.
6. Ad hoc OJT should be avoided i.e. OJT should be formalised, planned, structured, and integrated with employee orientation.
7. Operational roster should be provided, which allow OJT to give adequate briefing and debriefing times to OJTI and student/trainee.

This should also be controlled from the OJTI’s viewpoint as it is hard to maintain concentration and situational awareness while observing a trainee, especially for a prolonged amount of time.

Conclusions

SPO eliminate redundancy in the human element of the Aeronautical system. This can lead to a failure of the whole system should the traffic demand on the ATCO exceed his/her abilities or would he/she fall ill. SPO may be detrimental to the well-being of the ATCO by reducing his/her ability to take normal breaks while at the same time increasing the level of stress and fatigue under which he/she is operating. For these reasons, the use of single controller shifts should be strongly discouraged. Where providers choose to use SPO, they - not the ATCO - must bear the responsibility for the resulting risk to the system.

Rostering SPO shall be avoided. In the unlikely event of unavoidable SPO appropriate measurements shall be taken to ensure that the SPO situation will be alleviated as soon as possible. Until such time measures shall be taken to mitigate all impacts of SPO such as: traffic regulation, provide breaks, informing neighbouring ATC units. Procedures shall be in place to implement such measures in an efficient way, not increasing the workload of the ATCO.

The purpose of these theses was to highlight a range of hazards and prevention and mitigation strategies relevant to the selected six topics for staffing an ATC operations. This information can be used, where appropriate, as a checklist for supervisors, and safety managers in Aeronautical service providers, and adapted to the context of the local environment.
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AIRCRAFTS POLYCONFLICTS RESOLUTION METHOD IN THE FREE FLIGHT MODE

On the basis of use «The natural-scientific system approach» the guaranteed polyconflicts resolution method in the aeronavigation environment has been developed. The method allows to overcome «dimension curse» barrier and provides management realisation by all mobile objects in real time.

Recently attention is given to working out the conflicts resolution methods between aircrafts. Majority developed methods have essential shortcomings which limit possibilities of their use, namely:
- the fragmentariness and the phenomenological approach, subjectivity and use heuristics, that leads to inability to resolve a problem of aircraft plural conflicts on general level;
- inability of many methods to overcome "a dimension damnation" and "domino effects";
- the great time and computing expenses that does not allow to resolve any dimensions conflicts (polyconflicts) in real time.

For elimination of these shortcomings the guaranteed aircrafts polyconflicts resolution method in the free flight mode is offered. The method essence is in formation of the virtual world $ℵ$, the definition of its structural and functional properties, control search by conflict-free movement and carrying over of this control to the real world $ℜ$.

The method has several stages.

1. At the first stage borders of the real world $ℜ$ (as aeronavigation zone) by means of system of linear inequalities are defined of $ℜ$ carry over to the virtual world by means of the mapping operator $ℤ^{1}_{ℜN}$

$ℜ(x_1, x_2) < 0 \Rightarrow ℵ(z_1, z_2) < 0,$

here $x_1, x_2$ - borders co-ordinates $ℜ$; $z_1, z_2$ - borders co-ordinates $ℵ$.

2. Further the positions set of internal prohibited zones and restrictions $ℜ$ carry over from $ℜ$ in $ℵ$ by means of the mapping operator $ℤ^{2}_{ℜN}$

$ℜ_k(x_{1k}, x_{2k}) < 0 \Rightarrow ℵ_k(z_{1k}, z_{2k}) < 0,$

$k \in \{1, 2, \ldots N_{obs}\}, N_{obs} \in \{N_h \cap N_f \cap N_{din}\}, ℜ_k \in ℜ, ℵ_k \in ℵ$

here $x_{1k}, x_{2k}$ – prohibited zones and restrictions co-ordinates in $ℜ$; $z_{1k}, z_{2k}$ – prohibited zones and restrictions co-ordinates in $ℵ$; $N_{obs}$ – the general set of internal obstacles and restrictions in $ℜ$; $N_h$ – hard obstacles and restrictions set in $ℜ$; $N_f$ – flexible obstacles and restrictions set in $ℜ$; $N_{din}$ – dynamic obstacles and restrictions set in $ℜ$.

3. The following stage is transferring from $ℜ$ in $ℵ$ aircraft positions by means of the mapping operator $ℤ^{3}_{ℜN}$

$ℜ_i(x_{1i}, x_{2i}) \Rightarrow ℵ_i(z_{1i}, z_{2i}),$

$i \in I[1, 2, \ldots N_a], ℜ_i \notin ℜ_k, ℵ_i \notin ℵ_k,$

here $N_a$ - general aircrafts set in the limited aeronavigation space.
4. Further carrying over from $\mathcal{R}$ in $\mathbb{N}$ goal aircrafts positions by means of the mapping operator $\mathcal{R}^4_{\mathcal{N}}$ is carried out

$$R_i(x^*_i, x^*_{2i}) \xrightarrow{3\text{out}} N_i(z^*_i, z^*_{2i}),$$

$$i \in I_1 \{1, 2, \ldots, N_g\} \cup \{1, 2, \ldots, N_f\},$$

here $N_g$ – the general set of goal aircrafts positions in the limited aeronavigation space.

5. The mass and repulsion and attraction potentials are appointed to mapping of everyone aircrafts current positions

$$\forall N_i(z_i(t), z_{2i}(t)) \in \mathbb{N} \Rightarrow U_i^+(z_i(t), z_{2i}(t), r_i(t), m_i, G) +$$

$$+ U_i^-(z_i(t), z_{2i}(t), r_i(t), r_{eri}, m_i, G),$$

$$i \in I_1 \{1, 2, \ldots, N_g\},$$

here $U_i^+$ and $U_i^-$ – accordingly the attraction and repulsion potentials which "accompany" mobile objects in the virtual world $\mathbb{N}$; $r_i(t)$ – distance from $i$-th mobile object; $r_{eri}$ – critical distance from $i$-th mobile object; $m_i$ – mobile objects masses; $G$ – gravitational field constant.

The critical distance $r_i(t)$ in $\mathbb{N}$ is set proceeding from standard requirements to protective aircraft zones, separation specifications and other requirements regulated in $\mathcal{R}$. Necessary condition at appointment of the aircraft protective zones sizes in $\mathcal{R}$ is

$$r_{eri} \geq \max(\Delta x_{i1}, \Delta x_{i2}),$$

here $\Delta x_{i1}, \Delta x_{i2}$ – the geometrical sizes $i$-th aircraft in a projection to a horizontal plane (a horizontal plane).

6. Repulsion and attraction potentials also appoint to goal (terminal) aircraft positions $N_i(z^*_i, z^*_{2i})$

$$\forall N_i(z^*_i(t), z^*_{2i}(t)) \in \mathbb{N} \Rightarrow U_i^+(z^*_i(t), z^*_{2i}(t), r_i^*(t), m_i^*, G) +$$

$$+ U_i^-(z^*_i(t), z^*_{2i}(t), r_i^*(t), r_{eri}, m_i^*, G),$$

$$i \in I_1 \{1, 2, \ldots, N_g\},$$

here $r_i^*(t)$ - distance from $i$-th goal position of mobile object, $m_i^*$ - goal (terminal) positions masses of mobile objects.

7. Prohibited zones and restrictions of real aeronavigation space are displayed in $\mathbb{N}$ geometrical primitive or their combinations. Prohibited zones borders are gravitating points final set, each of which appoint repulsion and attraction potentials

$$\forall N_k(z_{1k}(t), z_{2k}(t)) \in \mathbb{N} \Rightarrow U_k^+(z_{1k}(t), z_{2k}(t), r_k(t), m_k, G) +$$

$$+ U_k^-(z_{1k}(t), z_{2k}(t), r_k(t), r_{spk}, m_k, G).$$

$$k \in I_1 \{1, 2, \ldots, N_{obs}\},$$

8. Each point of space $\mathbb{N}$ is characterized by the general potential of a virtual gravitational field

$$U_\mathcal{N}(z_1, z_2) = \sum_{i=1}^{N_f} \left( U_i^+(z_i(t), z_{2i}(t), r_i(t), m_i, G) + U_i^-(z_i(t), z_{2i}(t), r_i(t), r_{eri}, m_i, G) \right) +$$

$$+ \sum_{i=1}^{N_g} \left( U_i^+(z^*_i(t), z^*_{2i}(t), r_i^*(t), m_i^*, G) + U_i^-(z^*_i(t), z^*_{2i}(t), r_i^*(t), r_{eri}, m_i^*, G) \right) +$$

$$+ \sum_{k=1}^{N_{obs}} \left( U_k^+(z_{1k}(t), z_{2k}(t), r_k(t), m_k, G) + U_k^-(z_{1k}(t), z_{2k}(t), r_k(t), r_{spk}, m_k, G) \right).$$

3.1.7
Each object entered in $\mathbb{N}$ generates indignation of the general virtual force field and is characterized by virtual attraction and repulsion potentials

$$U_i^+ = \frac{G m_i}{r_{ij}} , \quad U_i^- = -\frac{G m_i}{r_{ij}} .$$

The resultant forces vector in each point $\mathbb{N}$ consist of attraction forces $F^+$ and the repulsion forces $F^-$ generated by all gravitating bodies in $\mathbb{N}$

$$F_{ij}^+ = \frac{G m_i m_j}{r_{ij}^\alpha} = U_i^+ \frac{m_j}{r_{ij}^{(\alpha-1)}} ,$$

$$F_{ij}^- = \frac{G m_i m_j r_{cr}}{r_{ij}^\beta} = U_i^- \frac{m_j r_{cr}}{r_{ij}^{(\beta-1)}} .$$

Corresponding projections of the attraction and repulsion forces to axes $z_1$ and $z_2$ look like

$$F_{ij}^+ = \frac{F_{ij}^+}{r_{ij}^\alpha} = \frac{r_{ij}^{\alpha-1}}{r_{ij}^\alpha} , \quad F_{ij}^+ = \frac{r_{ij}^{\alpha-1}}{r_{ij}^\alpha} ,$$

$$F_{ij}^- = \frac{F_{ij}^-}{r_{ij}^\beta} = \frac{r_{ij}^{\beta-1}}{r_{ij}^\beta} , \quad F_{ij}^- = \frac{r_{ij}^{\beta-1}}{r_{ij}^\beta} ,$$

$$r_{ij} = \sqrt{(z_{ij} - z_{ij})^2 + (z_{ij} - z_{ij})^2} .$$

The general graphic the forces representation formed by individual gravitating object in the virtual world, is shown on fig. 1.
In expressions (1) and (2) relation $\alpha/\beta$ defines a "modular" condition of the environment of the virtual world ("synergetic substance"), that characterises self-organizing degree of polyconflict dynamic system. "Modular" condition of the virtual environment like a modular condition of a matter: gaseous, liquid, crystal etc.

Basic feature and advantage of the virtual world generated thus $N$ is that at rapprochement of material points on critical distance $r_{cr}$ a resultant operating on them force is equaled to zero, i.e. attraction and repulsion forces counterbalance each other. On distance $r_{cr}$ interaction energy of material points $E$ reaches a global minimum which answers the least interaction between bodies. Along with it, the critical distance $r_{cr}$ sets the sizes of aircraft protective zone which is a safety zone. Such zone answers modern separation norms and is defined by necessary navigating characteristics. Absence of the protective zone crossings others aircrafts allows to support the guaranteed safety level of air traffic in a free flight mode and polyconflicts.

**Conclusions**

The offered method provides:
- the guaranteed polyconflicts resolution of any dimension in 4-D space of any topology;
- realization of safe purposeful free flight for all aircrafts in real time;
- realization of a principle functional homeostasis polyconflict aeronavigation system;
- the account of priority traffic participants.
WORLDWIDE AVIATION OCCURRENCES AND SPACE WEATHER PHENOMENA IN 2011

There are many factors that affect on flight safeties. One of them is space weather. The correlation between space weather parameters and worldwide aviation incidents and accidents is evaluated.

Introduction

At present day a civil aviation is very impotent component of transportation system for many countries. Air travel is one of the safest forms of transportation, but accidents do happen with dramatic and terrifying results. The causes of aviation accidents vary greatly depending on specific circumstances and problems that may develop during the flight process. If entity has been impacted by an aviation accident, it is important to understand the conditions of this event surrounding. Total accidents and fatalities by countries in 2011 is given in Table 1 [1].

State of space weather (SW) is also factor that can lead to aviation occurrences. For instance, a particularly significant SW storm occurred during the October-November 2003 events when the FAA’s WAAS system exceeded its vertical protection limit and was deemed unusable for 15 hours and 11 hours on October 29 and 30, 2003 respectively. As satellite-based navigation has a key role in the NextGen and SESAR efforts, the need to monitor and predict SW will grow.

High-Frequency (HF) communications, the primary and in some cases, sole means of communicating over the poles, is well-known to be affected during SW events. Main SW effects and their impacts to aviation in Table 2 are given [2].

Last years ICAO, FAA and EVROCONTROL devoted much attention to problem of SW parameters integration in air navigation. In 2002 ICAO Divisional Meeting noted that:

1. Space weather recognized as a hazard to aviation.
2. Two operational issues: a) significant increase in polar operations; b) increased use of GNSS for navigation demand the integration of SW in air navigation.

In response to this request the U.S. proposed to develop a manual and training material to educate dispatchers, pilots and controllers on space weather (4-th meeting of Airways Volcano Watch Operations Group (AVWOPSG), 2008).

In 5-th meeting of AVWOPSG the U.S. presented the “Manual on Space Weather Effects in Regard to International Air Navigation” (Peru, March 2010).

Problem statement

From database Aviation Safety Network [1] following that in 2011 there were 2210 aviation incidents and 28 accidents with fatalities 1674 and 507 correspondingly. For this time there were

<table>
<thead>
<tr>
<th>Country</th>
<th>Accidents</th>
<th>Fatalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Russia</td>
<td>6</td>
<td>118</td>
</tr>
<tr>
<td>Iran</td>
<td>1</td>
<td>77</td>
</tr>
<tr>
<td>Ireland</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Indonesia</td>
<td>3</td>
<td>48</td>
</tr>
<tr>
<td>Honduras</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>Congo</td>
<td>4</td>
<td>120</td>
</tr>
<tr>
<td>USA</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Canada</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>Argentina</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Brazil</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>South Korea</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Bolivia</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Haiti</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Nepal</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>New Guinea</td>
<td>1</td>
<td>28</td>
</tr>
<tr>
<td><strong>Summary</strong></td>
<td><strong>28</strong></td>
<td><strong>507</strong></td>
</tr>
</tbody>
</table>

Table 1

World accident statistics in 2011
some SW-phenomena and specifically – seven solar proton events (SPE), when the protons flux exceed the average value considerably (Fig. 1) [3].

Table 2

<table>
<thead>
<tr>
<th>Variety</th>
<th>Effect</th>
<th>Impact to Aviation</th>
<th>Frequency/Mitigations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electromagnetic radiation of Sun</td>
<td>Ionizes the upper layer of Earth atmosphere</td>
<td>May cause Radio Blackouts. Affecting primarily HF radio on the day side of the Earth</td>
<td>Relatively Frequent. Mitigation is use SATCOM as a backup if available. Affects polar route dispatch</td>
</tr>
<tr>
<td></td>
<td>Produces scintillation of radio signal</td>
<td>May impact SATCOM and GPS reception: &gt; 20 dB signal fading. Primarily in polar and equatorial regions</td>
<td>Frequency depends on latitude and Solar Cycle. Mitigation is redundancy (i.e. multiple satellites) and path diversity</td>
</tr>
<tr>
<td></td>
<td>Creates electric discharges</td>
<td>Can permanently damage satellite electronics</td>
<td>Primarily a concern for spacecraft and sub-orbital flight</td>
</tr>
<tr>
<td>Biological hazard</td>
<td></td>
<td>Increased radiation exposure for crew on high altitude flights – primarily a concern on polar routes</td>
<td>Space Weather forecasting for dispatch support. During storms fly at lower altitudes or avoid polar routes.</td>
</tr>
<tr>
<td>Magnetized Plasma</td>
<td>Causes Geomagnetic Storms and disturbances in the ionosphere – increased scintillation in polar and equatorial regions</td>
<td>Can degrade SATCOM availability</td>
<td>Path diversity – multiple SATCOM satellites – use HF or LEO SATCOM as a backup.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Can degrade GPS position accuracy – primarily a concern for high accuracy precision approach type applications</td>
<td>GNSS augmentation system can monitor for the effects and limit system availability during a storm. Space weather monitoring on dispatch for some operations</td>
</tr>
</tbody>
</table>

Fig. 1. Time distribution of proton fluence (p10) and planetary index of Earth magnetic field disturbance (ap)
So, the **goal of research** is determination of the correlation between number of worldwide aviation occurrences and parameters of SW-state.

**Method of research** is correlation analysis.

**Result of research.** The total accidents and incidents distribution per year is shown in Fig.2, Fig. 3.

![Fig. 2. Time distribution of worldwide occurrences](image1)

![Fig. 3. Sum values of worldwide accidents and incidents per month](image2)

**Space weather parameters were obtained from data base of National Oceanic and Atmospheric Administration (NOAA) [3].** For SW data analyzing were used the next parameters:

- $F_{10.7}$ - sun radio flux with wavelength 10.7 cm, 2800 MHz ($10^{-22}$ W·m$^{-2}$·Hz$^{-1}$);
- $SSN$ - Sun spot number;
- $Ap$ - planetary index of Earth magnetic field disturbance;
- $P > 1$ - proton fluence with energy greater than 1 MeV ($\text{Proton} \cdot s^{-1} \cdot \text{ster}^{-1} \cdot \text{cm}^{-2}$);
- $P > 10$ - proton fluence with energy greater than 10 MeV;
- $P > 100$ - proton fluence with energy greater than 100 MeV;
- $E > 0.8$ - electron fluence with energy greater than 0.8 MeV ($\text{Electron} \cdot s^{-1} \cdot \text{ster}^{-1} \cdot \text{cm}^{-2}$);
- $E > 2$ - electron fluence with energy greater than 2 MeV.

First of all, Spearman’s correlation coefficient between total value of occurrences and average value of SW-parameters per day was commutated (Table 3).
Table 3

Correlation between SW-parameters and worldwide occurrences

<table>
<thead>
<tr>
<th>Occurrences</th>
<th>SW-parameters</th>
<th>Spearman’s correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of aviation occurrences per day</td>
<td>( F_{10.7} )</td>
<td>-0.107</td>
</tr>
<tr>
<td></td>
<td>SSN</td>
<td>-0.029</td>
</tr>
<tr>
<td></td>
<td>( A_p )</td>
<td>0.145</td>
</tr>
<tr>
<td></td>
<td>( P &gt; 1 )</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>( P &gt; 10 )</td>
<td>-0.127</td>
</tr>
<tr>
<td></td>
<td>( E &gt; 0.8 )</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>( E &gt; 2 )</td>
<td>0.038</td>
</tr>
</tbody>
</table>

Secondly, the correlation between total value of occurrences and total value of SW-parameters per month was calculated. Maximum value of Spearman’s correlation coefficient was obtained between occurrences and \( A_p \) planetary index of Earth magnetic field disturbance, \( A_p = 0.678 \) (Fig. 4).

![Fig. 4. Ratio between total occurrences and \( A_p \)-index per month](image)

The statistical characteristics for occurrences and SW were calculated on next step. In Fig. 5, Fig. 6 the probability density function of occurrences and \( A_p \)-index distributions and its approximation are depicted.

![Fig. 5. Probability density function of occurrences](image)
Finally the cumulative distribution functions for research processes were calculated and their graphical representation in Fig.6 is shown.

![Fig. 6. Probability density function of Ap-index](image)

Mathematical expectations for probability density functions of occurrences and Ap-index are equal to 7.54 and 13.73 correspondingly, and 3.23 and 11.00 are values for standard deviation.

**Conclusion**

The most generalizations of investigation consist in:

1. In 2011 there were five pronounced proton events with energy greater than 10 MeV (Solar Radiation Storm) and nine geomagnetic storms with value of Ap-index greater than 40.
2. Correlation analysis of total worldwide occurrences and average values of space weather parameters per day showed the weak correlation between these processes (maximum value is equal to 0.145 between occurrences and Ap-index).
3. Correlation analysis of total worldwide occurrences and average values of Ap-index per month gave Spearman’s correlation coefficient value 0.678.
4. The probability density and cumulative distribution functions there were computed for aviation occurrences and Ap-index.
5. In compliance with the computation of statistical characteristics have prognosticated that the probability of aviation occurrences appearance in range from 4 to 10 is equal to 0.67, provided that the probability appearance of Ap-index value in range from 3 to 25 is equal to 0.75.

**References**

MULTIOBJECTIVE OPTIMIZATION OF AIRCRAFT CONFLICTS RESOLUTION

The problem of multiobjective optimization of aircraft conflicts resolution is considered. The optimality criteria, limitations and decision-making model for multiobjective selection of conflict-free trajectory are determined.

Today the important problem is developing of new methods and systems of aircraft conflicts resolution which should ensure the formation of conflict-free trajectories in conditions of high relative dynamics of air traffic according to the selected optimality criteria.

It is necessary to determine the decision variables (alternatives), optimality criteria, set of acceptable decisions and the method of decision choosing for defining the decision-making model for aircraft conflicts resolution.

The decision variables are the trajectories of aircraft flight.

Optimality criteria for aircraft conflicts resolution are: flight safety, regularity and economy of flights, aircraft priorities, maneuvers complexity and passengers comfort.

The main criterion is the flight safety. The problem of aircraft conflict resolution is the problem of determination the flight trajectory which provides maintaining of flight safety at the required level.

Current trends of increasing the intensity of flights causing the need to take into account the criteria of regularity and economy of flights. It is advisable to take into account the individual priorities of aircraft according to their operating conditions, fuel on board, type of flight (lettered, special etc.).

The important criterion for air navigation and air traffic service is the complexity and duration of conflict resolution maneuver. The criterion of comfort receives much attention from airlines because performing of turns with large bank angles, abrupt changes of altitude and speed causes the deterioration of passengers comfort.

It is proposed to perform the optimization by criteria of flight safety \( C_1 \), regularity \( C_2 \) and economy \( C_3 \) for multiobjective aircraft conflicts resolution (fig. 1).

Flight safety level is characterized by the class of air traffic situation which is determined by the metric. Regularity is determined by deviations from the flight plan (deviations from the planned time and deviations from the planned flight level or altitude), economy is determined by fuel consumption.

Aircraft priorities, maneuvers complexity and passengers comfort are transformed into limitations:
- aircraft with engine or equipment failures, aircraft in special flights or aircraft with low fuel on board can’t make maneuvers;
- number of flight profile changes and duration of conflict resolution maneuvers are limited;
- aircraft acceleration and bank angle are limited.

Other limitations are:
- aircraft operational limitations;
- flight rules;
- restricted airspace (prohibited, restricted or dangerous areas);
- areas of dangerous weather phenomena;
- rules of conflicts resolution.

Limitations define the set of acceptable trajectories \( D \) from which the optimal trajectory must be selected according to safety, regularity and economy of flights.
For defined set of trajectories $X \in D$ the problem of optimal trajectory $x^*$ selection is formulated as follows: it is necessary to select the trajectory $x^*$ with minimum of objective (loss) function $F(x)$ from the set of trajectories $X_s \in X$ that provide conflict resolution. Losses are deviations from the flight plan and fuel consumption.

The values of optimality criteria for the trajectory $x$ defined as follows:

$$C_1(x) = f(s(x)),$$

$$C_2(x) = f(\Delta t(x), \Delta h(x)),$$

$$C_3(x) = f(q(x)),$$

where $s$ – value of air traffic situation metric; $\Delta t$ – deviation from the planned time; $\Delta h$ – deviation from the planned flight level or altitude; $q$ – fuel consumption; $f$ – normalizing function which provide the membership of criteria values to acceptable set $D_c = \{ C_i | C_i \in [0,1], i = 1,3 \}$.

Problem is solved in three stages. The first stage of problem solving is determining the set of trajectories $X_s$ that provide conflict resolution (when $C_i(x) \in S$, where $S$ is the values set for conflict-free situation).

The second stage of solving the problem is the definition of Pareto-optimal alternatives (trajectories) $P_x$ from the set $X_s$.

The third step is to determine the optimal trajectory $x^*$ from Pareto-optimal set $P_x$ by finding the minimum of objective function:

$$F^* = F(x^*) = \min_{x \in P_x} F(x), \quad D_x = P_x.$$

To determine the objective function the linear convolution of regularity criterion $C_2$ and economy criterion $C_3$ is used:
where \( w \) – weighting coefficients which define the relative importance of criteria.

Regularity is major factor in comparison with economy. This is due to the fact that significant deviations from planned trajectory may lead the new conflicts, overloads of airspace elements, changes in arrival/departure slots etc.

Optimality criteria are ranked in order of importance decreasing:

\[ C_2 > C_3 \iff w_2 \geq w_3. \]

The set of weighting coefficients admissible values is equal to:

\[ D_w = \{ w | w_2 \geq w_3 \geq w_0 \geq 0, w_2 + w_3 = 1 \}. \]

The values of weighting coefficients \( w \) can not be clearly defined. Therefore, the decision-making process should take into account the dependence of the values of weighting coefficients \( w \) for each trajectory \( x \) from the values of optimality criteria \( C(x) \) and minimum value of weighting coefficients \( w_0 \).

With known value \( w_0 \) determination of weighting coefficients is linear programming problem:

\[ w(x) = \arg \max_{w \in D_w} F(x) = \arg \max_{w \in D_w} (w_2 C_2(x) + w_3 C_3(x)). \]

In such case the problem of the optimal trajectory \( x^* \) selection is reduced to the following:

\[ F^* = F(x^*) = \min_{x \in D_x, w \in D_w} (w_2 C_2(x) + w_3 C_3(x)). \]

Conclusion

Aircraft conflicts resolution systems should provide the formation of conflict-free trajectories according to optimality criteria of flight safety, regularity and economy with limitations on aircraft priorities, maneuvers complexity and passengers comfort.

The proposed method of optimal trajectory determining from the predefined set of trajectories can be used for developing of modern multiobjective conflict resolution systems.

It is necessary to develop the multiobjective decision-making models and methods for optimal maneuvers selection at sequential multi-step conflict-free trajectories forming.
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3.1.17
CORRECTION OF TRAFFIC COLLISION AVOIDANCE SYSTEM ADVISORIES USING DATA OF GROUND PROXIMITY WARNING SYSTEM

Considered the algorithm for correction of Traffic Collision Avoidance System advisories using data of Ground Proximity Warning System and its verification by computer modeling.

Today the actual task is development of algorithms that should ensure the resolution of conflicts between aircraft with guaranteed safety of obstacle clearance in the direction of flight.

The necessary function is a correction of resolution advisory (RA) issued by Traffic Collision Avoidance System (TCAS) according to the danger of collision with the ground.

The developed algorithm for correction of TCAS advisories using data of Ground Proximity Warning System (GPWS) is presented on fig. 1.

**Fig. 1. The algorithm for correction of TCAS advisories using data of GPWS**

Principle of work of the offered algorithm consists in the following. The algorithm works when the TCAS gives out RA (set of recommended vertical speeds) for conflict resolution between aircraft.
The information about terrain relief in the direction of aircraft flight is entered from the database of GPWS. Also the altitude, ground and vertical speed is entered.

The set of recommended vertical speeds is sampled with a step $\Delta V_h$.

For every value of recommended vertical speed the alert area of signaling about the insufficient height of flight above an obstacle is built.

If the alert area does not intersect with a terrain, information about which is taken from a GPWS database, such value of the recommended vertical speed is attributed to the set of corrected. It means that flying with such vertical speed during extrapolation time $T_e$ will not cause the danger of collision with terrain. As a result of examination of all discrete values of recommended vertical speed the corrected set will be formed.

Corrected advisories are displaying on the vertical speed indicator (VSI).

For verification the algorithm the special computer program was developed.

The program allows modeling the correction of RA and flight trajectory in discrete moments of time. For modeling the aircraft motion the following system of equations are used:

\[
\begin{align*}
    s(t_i) &= s(t_{i-1}) + W(t_{i-1}) \Delta t; \\
    h(t_i) &= h(t_{i-1}) + V_h(t_{i-1}) \Delta t; \\
    t_i &= t_{i-1} + \Delta t,
\end{align*}
\]

where $s(t_i)$ – distance at moment $t_i$; $h(t_i)$ – altitude at moment $t_i$; $W$ – ground speed; $V_h$ – vertical speed; $\Delta t$ – time discrete.

In this program the algorithms of GPWS «SRPPZ-2000» made by Joint-stock company “Ukmiira” are used to built the alert areas.

It is assumed that the pitch angle changes almost instantly and that crew select the mean value $\bar{V}_h$ from the set of corrected vertical speeds:

\[
\bar{V}_h = \frac{V_{h\text{max}}^* + V_{h\text{min}}^*}{2},
\]

where $V_{h\text{max}}^*$, $V_{h\text{min}}^*$ – maximum and minimum value of the corrected vertical speeds.

For verification the developed algorithm the resolution of conflict situation were modeled: TCAS gives out RA which must be corrected. It was assumed that maximum and minimum values of the recommended vertical speeds are $V_{h\text{max}} = 0$ m/s, $V_{h\text{min}} = -10$ m/s, initial aircraft altitude is $h(t_0) = 3000$ feet, obstacle clearance height is 900 feet, extrapolation time for GPWS alert area is $T_e = 30$ s and time discrete is $\Delta t = 5$ s. In direction of flight there is an increasing of terrain elevation from 1500 feet to 1900 feet.

The results of computer modeling are shown on fig. 2 - 4.

![Fig. 2. The GPWS alert areas for initial moment of time](image)
On fig. 3, alert areas are represented for three moments of time: \( t = (0; 20; 45) \) s. The algorithm provides the correct calculation of alert areas and finds the intersections with terrain. There are no intersections for the corrected vertical speeds. On fig. 4, the results of TCAS advisories correction are presented.

![Aircraft trajectory and GPWS alert areas](image)

**Fig. 3.** Aircraft trajectory and GPWS alert areas for corrected vertical speeds

![Corrected and selected vertical speeds](image)

**Fig. 4.** Recommended by TCAS, corrected and selected vertical speeds

**Conclusion**

The results of computer modeling confirmed that the developed algorithm provides the correction of TCAS advisories. This algorithm can be used for development of modern systems of conflicts resolution between aircraft with guaranteed safety of obstacle clearance.
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A METHODOLOGY FOR ANALYSIS OF FLIGHT SITUATION DEVELOPMENT USING GERT’S AND MARKOV’S NETWORKS

The methodology for analysis of flight situation development under influence decision-making by the human-operator of Socio-Technical Air Navigation System in flight emergencies using graphs, stochastic, GERT’s, Markov’s networks, reflexive theory has been developed. The scenarios of flight situation development using GERT’s and Markov’s networks have been obtained.

Statement of purpose. Air Navigation System (ANS) in conformity to the principles of functioning may be referred to socio-technical systems within which close co-operation between human and technological components occurs. The more human-operator (H-O) is trying to control a production process being aided by high level technologies, especially in case of distant operation, the more non-transparent becomes the result of the operation of a system, which is accompanied by a high degree risk of causing catastrophic outcomes [1]. Since operations in socio-technical systems generally involve high-risk / high-hazard activities, the consequences of safety breakdowns are often catastrophic in terms of loss of life and property [2]. In the ANS provision of safety is rather actual with the aim of prevention threats on the operational level, for example in flight emergencies.

Statistical data show that human errors account for up 80 % of all causes of aviation accidents [3]. The existing approaches to checking separate aspects (psycho-physiological, behavioural, ergonomic, professional, etc.) do not give the proper consideration to the functional state of H-O in the conditions of the dynamic change of external and internal factors [4]. One of the possible approaches to the solution of these problems is formalization and mathematical presentation of the ANS operators’ activities in the form of a complex socio-technical systems on the base of the systemic analysis. Taking into account the influence on decision-making (DM) by H-O of ANS the professional factors (knowledge, habits, skills, experience) as well as the factors of non-professional nature (individual-psychological, psycho-physiological and socio-psychological) [5; 6; 7] enables to predict the H-O’s actions and flight situation development with the aid of the informational, analytic and diagnostics Complex for research operator of ANS behaviour in extreme situation.

The purposes of the publication are:
– to develop a methodology for analysis of flight situation development under influence decision-making by H-O of ANS as a complex socio-technical system;
– to calculate the scenarios of the flight situation development under influence socio-factors.

Main part. The environmental conditions determine the reaction of H-O, while the reaction of the latter, in its turn, changes the environmental conditions themselves.

The systemic analysis which has been carried out as well as the formalization of the factors which affect DM by H-O (individual-psychological, psycho-physiological and social-psychological) in the conditions of the progress of a flight situation from normal to catastrophic to obtain [5; 6]:
– the models of preferences by a H-O under the influence of social-psychological factors;
– the models of preferences by a human-operator depending on the significance of individual-psychological factors in the conditions of development flight situations from normal to catastrophic ones;
– the models of diagnostics of psycho-physiological factors at the score of monitoring the emotional state of H-O.
Regarding the Air Navigation System as a complex socio-technical system the research based on methodology of analysis of human-operator's decision-making has been carried out. The impact of individual-psychological and socio-psychological factors on the professional activities of human-operator during the flight situation development from normal to catastrophic has been studied. On the basis of the reflexive theory of bipolar choice the expected risks of DM of the ANS’s operator have been studied and the influence of external environment, previous experience and intention of the human-operator has been identified. On the basis of the methods for analysis of decision-making by the H-O of ANS using graphs, stochastic, GERT’s, Markov’s networks, reflexive theory [5; 6; 8; 9] the methodology for analysis of flight situation development under influence DM by H-O of ANS in flight emergencies (FE) has been developed (table 1).

<table>
<thead>
<tr>
<th>№</th>
<th>Phase of analysis</th>
<th>Model</th>
<th>Process</th>
<th>Result</th>
<th>Model’s parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Modelling of DM by H-O in FE under Certainty</td>
<td>Determined models for H-O (controller, pilot) with deterministic run-time procedure</td>
<td>Technology of work of H-O (controller, pilot) in FE Algorithm of work of H-O (controller, pilot) in FE</td>
<td>Structural-hourly table of the actions taken by H-O (controller, pilot) in FE</td>
<td>( t_i, T_{cr} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Determined models for a H-O (controller, pilot) with probabilistic run-time procedure</td>
<td>Determination of time ( t_i (t'_i) ), required for the performance of ( i )-procedure according to the algorithm of work of H-O (controller, pilot) in FE</td>
<td>Network graph of taking the actions by H-O (controller, pilot) in the FE</td>
<td>( t_i, T_{cr}, T_{mid}, T_{min}, T_{max} )</td>
</tr>
<tr>
<td>2</td>
<td>Modelling of DM by H-O in FE under Risk</td>
<td>Stochastic models type Decision Trees of DM by H-O (controller, pilot) in FE</td>
<td>The structural analysis of DM by H-O (controller, pilot) in FE</td>
<td>The optimal solution is found by the criterion of an expected value with the principle of risk minimizing</td>
<td>( A_{opt} )</td>
</tr>
<tr>
<td>3</td>
<td>Modelling of DM by H-O in FE under Fuzzy logic</td>
<td>Fuzzy logic to determine quantitative estimates of potential loss</td>
<td>Determination of membership functions in fuzzy logic</td>
<td>Potential loss value in consumption of fuel, incident, breakage, accident, catastrophe</td>
<td>( {g_i} )</td>
</tr>
<tr>
<td>4</td>
<td>Modelling of DM by H-O in FE in Neural Network</td>
<td>Neural Network Model to determine potential alternative of the flight completion</td>
<td>Determination of weight coefficients of neural network and effectiveness of flight completion</td>
<td>Effectiveness of flight completion at the aerodrome (landing field) Weight coefficients of neural network</td>
<td>( Y_{Gc}, Y_{Gner}, Y_{Gif} ), ( W )</td>
</tr>
<tr>
<td>5</td>
<td>Modelling of DM by H-O in FE under Uncertainty</td>
<td>Matrix of the possible results of the DM by H-O in FE</td>
<td>The analysis of DM by H-O (controller, pilot) in FE using Minimax, Laplace, Savage and Hurwicz criterions</td>
<td>The optimal solution is found by the criterion of Minimax, Laplace, Savage and Hurwicz</td>
<td>( A_{opt} )</td>
</tr>
<tr>
<td>6</td>
<td>Modelling of FE developing</td>
<td>Stochastic models type GERT’s network (Graphical Evaluation and Review Technique) of DM by H-O (controller, pilot) in FE and FE developing</td>
<td>Analysis of the flight situation development from normal to catastrophic and conversely</td>
<td>Mathematical expectation of flight situation development time ( t_{ij} ); variance of flight situation development time ( t_{ij} ); probability of flight situation development ( p_{ij} )</td>
<td>( t_{ij}, M[t_{ij}], \delta^2 [t_{ij}], p_{ij}, p_i, p_{ii} )</td>
</tr>
</tbody>
</table>
### 6.2. Stochastic models type

Markov Chains of DM by H-O (controller, pilot) in FE

- Analysis of the flight situation development from normal to catastrophic and conversely under choice towards the positive or negative pole
- Transmission coefficient of \((i, j)\)-arc in positive choice
- Transmission coefficient of \((i, j)\)-arc in negative choice
- Value of risk during transition between flight situations
- Probabilities of states of flight situation

<table>
<thead>
<tr>
<th>(W_{ij}(A))</th>
<th>(W_{ij}(B))</th>
<th>(R_{ij})</th>
<th>(R_{ji})</th>
<th>(p_{ij}(A))</th>
<th>(p_{ij}(B))</th>
</tr>
</thead>
</table>

### 6.3. Reflexive models of bipolar choice in FE under the influence of external environment, previous experience and intentional choice by H-O

- Modelling of behavioural activity of H-O in FE under the influence of external environment, previous experience and intention in impact of individual-psychological and socio-psychological factors on the professional activities of H-O during the flight situation development
- Expected risk of the DM by H-O with taking into account the criterion of the expected value minimization (choice towards the positive pole A)
- Expected risk of the DM by H-O with taking into account his model of preferences (choice towards the negative pole B)
- Mixed choice made by H-O
- Concept of a rational individual’s behaviour
- System of the individual’s preferences in a certain situation of the choice

<table>
<thead>
<tr>
<th>(R_A)</th>
<th>(R_B)</th>
<th>(R_A+B)</th>
</tr>
</thead>
</table>

### 6.4. Graphical-analytical models of FE development

- Graphical-analytical modelling of flight situation development with taking into account individual qualities of H-O
- The optimal action of H-O in FE

<table>
<thead>
<tr>
<th>(Y_G)</th>
</tr>
</thead>
</table>

### 6.5. Graphical-analytical models of DM by H-O (controller, pilot) in FE

- Graphical-analytical modelling of H-O decision-making in FE under influence socio-factors
- Scenarios of the flight situation development

<table>
<thead>
<tr>
<th>(S)</th>
</tr>
</thead>
</table>

---

**Scenarios of the flight situation development under influence socio-factors.** The value of risk during transition between normal, complicated, difficult, emergency and catastrophic flight situations respectively has determined. The computation of one of the scenarios of the difficult situation development using GERT's network is presented in fig. 1.

Thus according to results of stochastic network analysis of the flight situation development from normal to catastrophic the following values have been obtained:

- mathematical expectation of flight situation development time \(t_{ij} - M[t_{ij}]\);
- variance of flight situation development time \(t_{ij} - \delta^2[t_{ij}]\);
- probability of flight situation development \(p_{ij} - p_{ij0}p_{ij0}p_{ij0}\).

The example of the computation of one of the scenarios of flight situation development using Markov’s network in approach performed in bad weather conditions has obtained in [6; 10] and is presented in table 2 and in fig. 2.
Fig. 1. Stochastic models type GERT’s network (Graphical Evaluation and Review Technique) of DM by H-O (controller, pilot) in FE and developing FE: $G_1$ – normal situation; $G_2$ – complicated situation; $G_3$ – difficult situation; $G_4$ – emergency situation; $G_5$ – catastrophic situation; $W_{ij}$ – $W$-function, transmission coefficient of $(i,j)$-arc

Table 2

<table>
<thead>
<tr>
<th>Scenarios, $S$</th>
<th>Probabilities, $p$</th>
<th>Consequences, $U$</th>
<th>Expected risks, $R$, c.u.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{4B}$</td>
<td>0,7</td>
<td>60</td>
<td>597</td>
</tr>
<tr>
<td></td>
<td>0,3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{3-4B}$</td>
<td>0,7</td>
<td>28</td>
<td>874</td>
</tr>
<tr>
<td></td>
<td>0,3</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>$S_{2-3-4B}$</td>
<td>0,7</td>
<td>12</td>
<td>991</td>
</tr>
<tr>
<td></td>
<td>0,3</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>$S_{1-2-3-4B}$</td>
<td>0,7</td>
<td>4</td>
<td>1028</td>
</tr>
<tr>
<td></td>
<td>0,3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>$S_{1A}$</td>
<td>0,7</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>0,3</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Markov Chains of the development of flight situations: $G_1$, $G_2$, $G_3$, $G_4$, $G_5$ – normal, complicated, difficult, emergency, catastrophic situations respectively; $R_{ij}$ – value of risk during transition between flight situations

The selection in the direction of the negative pole in compliance with the $S_{1-2-3-4B}$ scenario leads to the maximum expected risk $R=1028$ conventional units (c.u.). The choice in the direction of the positive pole when the FE occurs at the first stage of DM by H-O of ANS (for example, a flight
to a reserve aerodrome in the difficult meteorological conditions) has a risk which is in 60.5 times lesser: \( R = 17 \) c.u.

Taking into account the influence on DM by H-O of professional factors (knowledge, habits, skills, experience) as well as the factors of non-professional nature (individual-psychological, psycho-physiological and socio-psychological) enables to predict the H-O’s actions with the aid of the informational-analytic and diagnostics Complex for research H-O of ANS behaviour in extreme situation. It’s including next information, analysis and diagnostics modules: “Prompt” (for information support of the operator when choosing the optimal variant of flight completion in emergency situation), “Diagnosing the emotional state of human operator” (for professional qualities assessment) and “Diagnosing the operator’s socionic model” (for defining a socionic type).

Conclusions

On the basis of the methods for analysis of decision-making by the H-O of ANS using graphs, stochastic, GERT’s, Markov’s networks, reflexive theory the methodology for analysis of flight situation development under influence DM by H-O of ANS in FE has been developed. The computations of the scenarios of flight situation development using GERT’s and Markov’s networks have been obtained. Models of FE development and of DM by H-O of ANS (controller, pilot) in FE will allow to predict the H-O’s actions with the aid of the informational-analytic and diagnostics Complex for research H-O of ANS behaviour in extreme situation.
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SAFETY AND EFFECTIVENESS OF CIVIL AVIATION IN CONDITIONS OF AIR TRAFFIC GLOBALIZATION

The principles of civil aviation safety and effectiveness in conditions of air traffic globalization are considered

1. ICAO ATM Global System Safety Approach

Safety will remain the highest priority in aviation, and the safety of air traffic will continue to be the most important consideration in all phases of the life cycle of the ATM system, from concept through to design, development, operation and maintenance. The system safety approach outlined below is holistic, applying across the spectrum of the ATM system, where the system will be considered to include people, procedures and technologies performing specific tasks in a given environment. Maximum effectiveness and efficiency of actions can be obtained by activities undertaken in the early phases of any system’s life cycle since correcting problems during requirements definition and design is generally the most effective. Figure 1 depicts this process for the ATM system as a whole. It describes how, starting from the conceptual level and even during operation, different players and disciplines make decisions against different criteria — including safety. These decisions will progressively define the ATM system (i.e. the way in which it is organized and the way in which people, procedures, technologies and information interact to perform a task) [1].

Figure 1. ICAO ATM System Safety Approach

The acceptable or tolerable level of safety will be determined from the perception of safety needs by society and the international community. Acceptable safety will be related to the trust required from the ATM system. The target level of safety will be the minimum level of safety to be achieved in any case. Possibly enforced by regulation, it will be equal to or better than the acceptable level of safety. The target level of safety will be based on risk assessment and acceptance criteria. results in a defined range without compromising acceptable and target levels of
safety. These levels of safety could be specified in qualitative and/or quantitative terms, often, but
not exclusively, via indicators related to safety occurrences. Examples of the latter include:
- a maximum probability of an undesirable event such as collision, loss of separation or
runway incursion;
- a maximum number of accidents per flight hour;
- a maximum number of incidents per aircraft movement;
- a maximum number of valid short-term conflict alerts per aircraft movement.

2. Single European Sky – Regional Globalization of Air Space

Contrary to the United States, Europe does not have a single sky, one in which air navigation
is managed at the European level. Furthermore, European airspace is among the busiest in the world
with over 33,000 flights on busy days and high airport density. This makes air traffic control even
more complex.

The EU Single European Sky is an ambitious initiative launched by the European
Commission in 2004 to reform the architecture of European air traffic management. It proposes a
legislative approach to meet future capacity and safety needs at a European rather than a local level.
The Single European Sky is the only way to provide a uniform and high level of safety and
efficiency over Europe’s skies.

The key objectives are to
- restructure European airspace as a function of air traffic flows;
- create additional capacity;
- increase the overall efficiency of the air traffic management system.

The major elements of this new institutional and organisational framework for Air Traffic
Management in Europe consist of
- separating regulatory activities from service provision, and the possibility of cross-border
Air Traffic Management services;
- reorganising European airspace that is no longer constrained by national borders;
- setting common rules and standards, covering a wide range of issues, such as flight data
exchanges and telecommunications.

As part of the Single European Sky initiative, SESAR (Single European Sky ATM Research)
represents its technological dimension. It will help create a “paradigm shift”, supported by state-of-
the-art and innovative technology. The SESAR programme will give Europe a high-performance air
traffic control infrastructure which will enable the safe and environmentally friendly development
of air transport. A partnership programme SESAR aims to eliminate the fragmented approach to
European ATM, transform the ATM system, synchronise all stakeholders and federate resources.
For the first time, all aviation players are involved in the definition, development and deployment of
a pan-European modernisation project. SESAR aims at developing the new generation air traffic
management system capable of ensuring the safety and fluidity of air transport worldwide over the
next 30 years. It is composed of three phases: The Definition phase (2004-2008) delivered the ATM
master plan defining the content, the development and deployment plans of the next generation of
ATM systems. This definition phase was led by Eurocontrol, and co-funded by the European
Commission under the Trans European Network- Transport programme and executed by a large
consortium of all air transport stakeholders. The Development phase (2008-2013) will produce the
required new generation of technological systems, components and operational procedures as
defined in the SESAR ATM Master Plan and Work Programme. The Deployment phase (2014-
2020) will see the large scale production and implementation of the new air traffic management
infrastructure, composed of fully harmonised and interoperable components guaranteeing high
performance air transport activities in Europe [2].

3. Safety and Effectiveness of European Sky

Eurocontrol system research shows the approach phase in total has the highest number of
incidents through 2008 to 2010. The highest increase was in 2010 with more than 3.5 reports per
10,000 flights. It means that with this level of reporting, which still is not as high as it should be,
During the summer period when across Europe there are more than 30,000 flights daily there could be at least 20 incidents within the Approach phase and around 5 incidents across en-route phase (see Figure 2.) [3].

Figure 2: Incident distribution per phases of flight - 2008 - 2010

In response to the dramatic growth in air travel over the past two decades, the fuel crisis and the growing concern about aviation’s impact on the environment, the European Commission (EC) passed two Single European Sky (SES) legislative packages – in 2004 and 2009 respectively – to create a framework for the development of the future European aviation network. The total economic en-route unit cost of ANS (charges, delays and flight-inefficiencies) increased significantly in 2010 (9.1%), as shown in Figure 3 [4]. This increase was mainly due to a sharp rise in ATFM delay costs. The cost of longer flights due to avoidance of the ash cloud or congested areas was exacerbated by the significant increase in the cost of aviation fuel. Overall, this was the worst performance since 2004. Containing costs, whilst ensuring sufficient capacity to meet present and future performance objectives, will require a range of substantial changes across the ANS sector. These will not only impact on institutional, organizational and managerial functions, but also on financial, operational and technical issues.

4. Conclusion

Among the key success factors for meeting these future challenges, the following: deserve special focus: driving sustainable long-term change (i.e. short-term cost-effectiveness improvements should not jeopardise the provision of future capacity); maximising the use of existing human and capital resources; engaging in genuine change with the different partners; effective social dialogue to drive sustainable change; explore different degrees of cooperative business opportunities among ANSPs such as FABs; drive cost-effective technological innovation through SESAR; make the most effective use of the network functions; strengthening the medium-term planning process while developing ANSP business flexibility; incentivising the timely delivery of ATC capacity.
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ANALYSIS OF RADIOELECTRONIC EQUIPMENT DIAGNOSTICS AND RUNNING REPAIR PROGRAMS EFFICIENCY

The diagnostic programs of Radioelectronic Equipment technical state are aimed at searching failed element. A rational variant of the diagnostic programs realization is chosen after the comparative analysis of efficiency with the use of generalized criterion or a set of partial criteria.

Technical diagnostics – is the process of defining the diagnostics object (DO) technical state. The DO technical state changes in case of its elements failures. Therefore technical diagnostics – is actually the process of searching a failed DO element [1; 3; 4; 6; 7; 8].

The methods of Radioelectronic Equipment (REE) technical state diagnostics can be conditionally divided into two groups: statistical and analytical.

Statistical methods are based on application of statistical data of failures and damages in REE units and elements REE, collected and analyzed beforehand.

Analytical methods of REE diagnostics technical state can be conditionally divided into two subgroups. The methods of the first subgroup set the method of checking REE serviceability. The methods of the second subgroup set the sequence of control - measuring operations.

The methods of REE fault-detection differ in the level of material resources consumption (time, cost, necessary control equipment), as well as in qualification of service personnel etc. [1; 2; 3; 4].

A rational variant is chosen after the comparative analysis of efficiency with the use of generalized criterion or a set of partial criteria. In the field of technical diagnostics the following basic efficiency indexes are used:

– $D$ – probability of correct diagnostics. It is complete probability of that diagnostics system determines that technical state, in which DO is indeed;

– $m_1(t_d)$ – mean duration of diagnostics (mathematical expectation of one diagnostics duration);

– $m_1(C_d)$ – average cost of diagnostics (value estimating the mathematical expectation of one diagnostics cost);

– $m_1(Z_d)$ – average labour intensity of diagnostics (value estimating the mathematical expectation of time taken by one diagnostics).

Duration of diagnostics process is a casual value.

To obtain basic calculation correlations for analyzing diagnostics programs (DP) or running repair programs (RRP) efficiency it is expedient to use the graph-analytic method. For this purpose a graph of technical diagnostics or RRO running process is made, where these operations (graph units) are connected with edges as arrows specifying the sequence of separate operations taking into account the results of decision-making on determining parameters $X_i$ state.

Every edge corresponds to conditional probabilities of transition from the initial state to a neighboring one, as well as other characteristics, for example, duration of technological operation, after which a change in DO technical state, material expenditures on technological operation etc. have taken place.

For drafting graphs it is possible to use corresponding DP or RRP, if they are supplemented with necessary data on resources consumption.

In general case as many graphs are made, as there are elements in RRO. However, if there are no errors during DP control, then it is possible to apply one graph coinciding with DP or RRP image.

3.2.1
The graph of running repair process is built in accordance with the following general rules:
- after decision - making on the RRO functional element failure it is replaced with a serviceable one and the output control of the whole REE is executed;
- if the control testifies the REE up - state, the process of running repair is completed;
- if the RRO output control testifies the device faulty state, then regardless of whether there was replacement of RRO element, or not yet, successive replacement of RRO elements are done and obligatory output control of the whole RRO serviceability is fullfilled until RRO gets serviceable.

On the whole, application of these rules in case of control errors guarantees eventual duration of REE technical diagnostics and running repair process. Diagnostics or running repair graphs include sets of technological operations (STO).

This term determines a TO set, resulting in the search of the failed DM element or RRO serviceability restoration. To this set we refer the operations of DP control, replacement of failed RRO elements, and output control of RRO up - state after its repair. If there are no errors of DP control, the graph of RRO conditions, in the case of i-th REE element failure, will include one STO, stipulating restoration of REE serviceability after correct detection and replacement of the failed i-th element, by a serviceable one and positive control of the whole REE serviceability. Separate STO make a complete group of events.

Let’s consider DP efficiency analysis. Each STO can be connected with corresponding material resources consumption – average aggregate time of i-th STO fulfilment, average aggregate labour intensity of i-th STO fulfilment, average aggregate costs of i-th STO fulfilment.

Conditional average indexes of a certain DP efficiency during REE diagnostics, if there are no errors in the process of DP control, are determined as

\[
m_i(t(STO_j / S_j)) = \sum_{i=1}^{l_j} t_{cij},
\]

\[
m_i(Z(STO_j / S_j)) = \sum_{i=1}^{l_j} Z_{cij},
\]

\[
m_i(C(STO_j / S_j)) = \sum_{i=1}^{l_j} C_{cij},
\]

where \( m_i(t(STO_j / S_j)) \) – conditional mathematical expectation of total duration of j-th STO fulfilment in case of j-th DO element failure; \( m_i(Z(STO_j / S_j)) \) – conditional mathematical expectation of j-th STO set aggregate labour intensity in the case of j-th DO element failure; \( m_i(C(STO_j / S_j)) \) – conditional mathematical expectation of j-th STO set aggregate costs in the case of j-th DO element failure; \( t_{cij} \) – mathematical expectation of i-th DP control duration in the case of the j-th REE DM element failure; \( Z_{cij} \) – mathematical expectation of i-th DP control labour intensity in the case of j-th DM element failure; \( C_{cij} \) – mathematical expectation of i-th DP control cost in the case of j-th DM element failure; \( l_j \) – the quantity of the control operations of detecting j-th DO failed element; \( S_j \) – DO condition in the case of j-th DO element failure.

To determine absolute efficiency indexes it is necessary to fullfil another averaging operation:

\[
m_i(t_d) = \sum_{j=1}^{N} m_i(t(STO_j / S_j))Q_j;
\]

\[
m_i(Z_d) = \sum_{j=1}^{N} m_i(Z(STO_j / S_j))Q_j;
\]

(1)
\[ m_i(C_d) = \sum_{j=1}^{N} m_i(C(STO_j/S_j))Q_j, \]

where \( m_i(t_d) \) – mathematical expectation of one DO diagnostics duration; \( m_i(C_d) \) – mathematical expectation of one DO diagnostics cost; \( m_i(Z_d) \) – mathematical expectation of one DO diagnostics labour intensity; \( N \) – total quantity of DO elements; \( Q_j \) – probability of \( j \)-th DO element failure.

Using efficiency indexes \( m_i(t_d), m_i(C_d), m_i(Z_d) \), according to formula (1), it is possible to perform a comparative analysis of different DPs efficiency.

If there are no statistical data about DO or RRO elements reliability, probabilities of elements failures \( Q_i \) can be calculated by the known technology [1]. For this purpose the specification to the REE principle electric chart is used, a list and quantity of ERC contained in each DO or RRO element are determined. Assuming, that in terms the reliability theory ERC are connected in series, failures rate of \( i \)-th DM or RRO element can be calculated according to the formula

\[ \lambda_i = \sum_{j=1}^{K_i} n_{ij}\lambda_{ij}, \]

where \( K_i \) – quantity of ERC groups, of which the electric chart of \( i \)-th element is built (to ERC groups we may refer resistors, capacitors, chips etc.); \( n_{ij} \) – quantity of \( j \)-th group ERC, included in the principle chart of \( i \)-th element; \( \lambda_{ij} \) – average failure rate of \( j \)-th group ERC, included in the \( i \)-th DO or RRO element.

Failure rates are taken from reference tables [5], considering operation conditions as normal.

Calculating value of \( \lambda_i \) according to formula (2), failure probabilities of DO or RRO elements are determined, assuming, that only one element of the equipment can fail and elements failures are independent of each other:

\[ Q_i = \frac{\lambda_i}{\sum_{j=1}^{N} \lambda_j}. \]

In case errors in DP state classification, both the REE diagnostics and running repair procedures are sharply complicated. There may be the situations of erroneous decisions as to DO or RRO condition, that may result in excessive consumption of resources during REE diagnostics or running repair.

As for the running repair let’s note that in case of any element failure RRO state graph will contain as many STOs as there are elements in RRO. In this case only one of all possible STOs will provide faithful detection of the faulty element, others will be characterized with additional consumption of resources due to erroneous replacement of RRO elements as a result errors of DP condition control. Analysing RRP efficiency, it is necessary to make as many RRO state graphs, as there are elements in RRO. These graphs will help to define probabilities of STO performance correctly taking into account which element is faulty, and the probability of the first and second kind errors. According to the probabilities theory certain STO make a complete group of events.

Every STO during RRP can be connected with corresponding conditional consumption of material resources, such as conditional mathematical expectation of \( i \)-th STO aggregate time during maintenance and in case of the \( j \)-th RRO element failure \( m_i(t(STO_j/S_j)) \).

Then conventional average efficiency criteria are calculated as follows:

\[ m_i(t_d/S_j) = \sum_{i=1}^{M_j} P(STO_i/S_j)m_i(t(STO_i/S_j)), \]

where \( m_i(t_d/S_j) \) – conditional mathematical expectation value of time – taking for current repair with RRO \( j \)-th element faulty; \( M_j \) – the number of STO during RRO running repair due to its \( j \)-th
element failure. STO quantity is equal to the quantity of RRO elements; \( m_i(t) = \sum_{j=1}^{N} m_i(t_i/S_j) P(S_j) \) – conditional mathematical expectation of the \( i \)-th STO total time during maintenance and in case of the \( j \)-th RRO element failure; \( P(S_j) \) – conditional probability of the \( i \)-th STO resulting from RRO \( j \)-th element failure.

To determine the RRO efficiency index unconditional value it is necessary to perform one more averaging operation:

\[
m_i(t) = \sum_{j=1}^{N} m_i(t_i/S_j) P(S_j) ;
\]

\[
y(t) = \left( \sum_{j=1}^{N} (m_i(t_i) - m_i(t_i/S_j))^2 P(S_j) \right)^{1/2} ;
\]

\[
P(S_j) = Q_j ,
\]

where \( N \) – total RRO elements quantity; \( Q_j \) – RRO \( j \)-th element failure probability.

The formula for determining correct diagnostics of DO average probability is the following:

\[
m_1(D) = \sum_{j=1}^{N} D(S_j) Q_j ,
\]

where \( D(S_j) \) – is conditional probability of DO correct diagnostics in the case of \( j \)-th element failure.

To determine \( D(S_j) \) we may consider any of the RRO running repair graphs.

**Conclusions**

The general approach obtained for the optimal Radioelectronic Equipment diagnostics and running repair programs realization, when solving the problem of that programs efficiency indexes determining. The results can be used for the design and modernization of Radioelectronic Equipment exploitation systems.

**References**

APPORACH TO OBTAINING MAINTENANCE CHARACTERISTICS OF AVIATION RADIOELECTRONIC EQUIPMENT

Approach to solving the inverse problem in exploitation systems at diagnosing technical state the radio equipment is considered, equations for calculating the maximum numbers of primary exploitation indicators for a given efficiency indicator are listed.

Exploitation's systems of aviation radioelectronic equipment include technological processes and some technological operations for performance of works and provide services in respect technical maintenance and repair of equipment, information processing, decision making, formation of peer reviews, etc [1–3]. To study and modernization of certain technological operations, processes and exploitation's systems characteristics selection as a whole we can distinguish two types of tasks - direct and inverse. When solving the direct problem, usually formed the alternative variants objects design, then calculated numerical values of efficiency indexes of alternative variants and in accordance with set criteria selected the best option [4]. For the solution of the inverse problem for a given level of numerical values of the generalized index of the effectiveness of the whole research object or its individual parts usually determine the numerical values, that are components of the index, using a given criterion of optimality values of these parameters.

In the existing regulatory documents [5] and the scientific and technical literature to estimate the effectiveness of technologic processes, usually calculated parameters of efficiency in the form of mathematical expectation of resources cost and related variances. When solving the direct problem of estimation the effectiveness of systems, there are possible errors, that arise in the evaluation process of conformity complex information parameters specified requirements, and there are possible questions about the timely consideration of parameters of these operations as errors of the first and second kind (using the corresponding conditional probabilities $\alpha$ and $\beta$). If the errors of the first and second kind are not taken into account, the overall efficiency of exploitation will be underestimated.

Consider a generalized approach to solving the inverse problem of determining the parameters of the current repair exploitation object, when during estimation under complex information parameters mistakes of the first and second kind are possible. Let have some maintenance object, which consists of $n$ structural elements. For this object is known diagnostic model and diagnostic program. In this case diagnostic model consists of $m$ hierarchical levels of the conformity assessment operations, where $m \leq n - 1$.

For solving the inverse problem determine the full group of parameters (vector of errors of the first and second kind $\tilde{\alpha}$ and $\tilde{\beta}$, operations duration vectors of the conformity assessment $\tilde{t}_k$, replacement operations of inappropriate items $\tilde{t}_{ri}$, etc.), which are a part of one or more efficiency indexes, that characterize the process of current maintenance. One or more parameters defined as optimization. In this case are chosen efficiency criterion (for example, minimum or maximum of some optimization parameter, it does not exceed pre-set level, etc.) to fix other parameters. For convenience and simplification of problem assume, that $\alpha_i = \alpha; \beta_i = \beta; t_k = t_k; t_{ri} = t_{ri}$ for any $i \in \{0; m\}$.

Performance indicators are: 1) $m_1(t_{cr})$ – mathematical expectation of current repair duration $t_{cr};$ 2) $\mu_2(t_{cr})$ – variance of current repair duration $t_{cr};$ 3) $m_2(t_{cr}) + K \cdot \sigma(t_{cr})$, where $K$ – constant.
Consider the case of efficiency index optimization in the form of the mean duration of current repair \( m_i(t_{cr}) \). We consider that optimization will be carried out by \( \alpha \), \( \beta \) and \( t_k \). As known diagnostic model and diagnostic program, we can set the dependence

\[
m_i(t_{cr}) = f(\alpha, \beta, t_k).
\]

In this case there are seven possible options for solving the inverse problem: optimization for \( \alpha \); optimization for \( \beta \); optimization for \( t_k \); optimization for \( \alpha \) and \( \beta \); optimization for \( \beta \) and \( t_k \); optimization for \( \alpha \), \( \beta \) and \( t_k \). Consider each of these options.

In the case of optimization for \( \alpha \) it is necessary to find the first derivative function \( f(\alpha, \beta, t_k) \) by \( \alpha \). Since diagnosing program has \( m \) hierarchical levels of conformity assessment operations, then this function can be represented by a polynomial of \( m \)-kind of \( \alpha \) with known coefficients (if \( \beta \) and \( t_k \) are known), so:

\[
f(\alpha, \beta, t_k) = a_m(\beta, t_k)\alpha^m + a_{m-1}(\beta, t_k)\alpha^{m-1} + ... + a_1(\beta, t_k)\alpha + a_0(\beta, t_k);
\]

By solving equation (2), we can find the optimal value of parameter \( \alpha \).

By solving equation (3), we can find the optimal value of parameter \( \beta \).

In the case of optimization for \( t_k \) function \( f(\alpha, \beta, t_k) \) has the form:

\[
f(\alpha, \beta, t_k) = a_i(\alpha, \beta) t_k + a_0(\alpha, \beta).
\]

Then

\[
\frac{\partial f(\alpha, \beta, t_k)}{\partial t_k} = a_i(\alpha, \beta) \neq 0.
\]

Therefore, optimization for \( t_k \) for the case of finding the minimum \( m_i(t_{cr}) \) is impossible. Thus, we conclude, that optimization for \( (\alpha, t_k) \), for \( (\beta, t_k) \) and \( (\alpha, \beta, t_k) \) is impossible too.

In view described approach to solving the inverse problem of an example when the object of current repair consists of four elements \( (E_1, E_2, E_3, E_4) \), connected in series [2]. For this model, knowing (1) and (2) can be written

\[
\alpha_{\min} = a_i(\beta, t_k, t_{c.o.}) a_{\min},
\]

where \( t_{c.o.} \) – time for control of object maintenance characteristics;
\[
\alpha_1(\beta, t_k, t_{i.1}, t_{c.o.}) = Q_2(1 - \beta)(m_1(t(\text{CTO}_1 / S_2)) - m_1(t(\text{CTO}_2 / S_2) + Q_3(m_1(t(\text{CTO}_2 / S_2)) - \\
- (1 - \beta)m_1(t(\text{CTO}_3 / S_2)) - \beta m_1(t(\text{CTO}_4 / S_2)) + Q_4(m_1(t(\text{CTO}_4 / S_2))) + \\
+ m_1(t(\text{CTO}_3 / S_2)) + 2m_1(t(\text{CTO}_4 / S_2));
\]
\[
\alpha_2(\beta, t_k, t_{i.1}, t_{c.o.}) = 2Q_3(m_1(t(\text{CTO}_1 / S_2)) - m_1(t(\text{CTO}_2 / S_2)) + 2Q_4(m_1(t(\text{CTO}_1 / S_2)) - \\
- m_1(t(\text{CTO}_2 / S_2)) - m_1(t(\text{CTO}_3 / S_2)) + m_1(t(\text{CTO}_4 / S_2));
\]
\]

\[m_1(t(\text{CTO}_1 / S_2)) \text{ – mean time of first composition of technological operations with first strategy.}\]

Consider the case of parameter optimization routine maintenance for \(\alpha\) and \(\beta\). First check the possibility of solving the optimization problem by Hessian defining. If Hessian \(G > 0\), that optimum exists. In this case [2]:

\[
\frac{\partial^2 m_1(t_k, t_{i.1}, t_{c.o.}, \alpha, \beta)}{\partial \alpha^2} = 2Q_3(m_1(t(\text{CTO}_1 / S_2)) - m_1(t(\text{CTO}_2 / S_2)) + m_1(t(\text{CTO}_3 / S_2)) + \\
+ 2Q_4(m_1(t(\text{CTO}_1 / S_2)) - m_1(t(\text{CTO}_2 / S_2)) - m_1(t(\text{CTO}_3 / S_2)) + m_1(t(\text{CTO}_4 / S_2));
\]
\[
\frac{\partial^2 m_1(t_k, t_{i.1}, t_{c.o.}, \alpha, \beta)}{\partial \beta^2} = 2Q_3(m_1(t(\text{CTO}_1 / S_2)) - m_1(t(\text{CTO}_2 / S_2)) + m_1(t(\text{CTO}_3 / S_2)) + \\
+ 2Q_4(m_1(t(\text{CTO}_1 / S_2)) - m_1(t(\text{CTO}_2 / S_2)) - m_1(t(\text{CTO}_3 / S_2)) + m_1(t(\text{CTO}_4 / S_2));
\]

Taking into account formula (3) determine the first partial derivatives of efficiency parameter and find the optimal numerical values \((\alpha_{\text{opt}}; \beta_{\text{opt}})\), solving the system of equations

\[
\begin{cases}
\alpha_{\text{opt}} = \beta_{\text{opt}}, \\
\beta_{\text{opt}} = \alpha_{\text{opt}},
\end{cases}
\]

Expressing \(\alpha_{\text{opt}}\) from the first equation of (5) and substituting it into the second equation of this system, we obtain the equation, of which is determined \(\beta_{\text{opt}}\):

\[
\beta_{\text{opt}} = \frac{a_1(\beta_{\text{opt}}, t_k, t_{i.1}, t_{c.o.})}{a_2(\beta_{\text{opt}}, t_k, t_{i.1}, t_{c.o.})} \\
\frac{a_3(\alpha_{\text{opt}}, t_k, t_{i.1}, t_{c.o.})}{a_4(\alpha_{\text{opt}}, t_k, t_{i.1}, t_{c.o.})}.
\]

Expressing \(\beta_{\text{opt}}\) we can find out \(\alpha_{\text{opt}}\) from (5).

Consider the case of optimization on the efficiency index as a dispersion of the current repair length \(\mu_2(t_{c.})\). As in the case of the mean optimization is carried out with parameters \(\alpha, \beta\) and \(t_k\) in general case:

\[
\mu_2(t_{c.}) = f(\alpha, \beta, m_1(t_{c.})).
\]

For the model given in [2]

\[
\mu_2(t_k, t_{i.1}, t_{c.o.}, \alpha, \beta) = \frac{1}{16} \sum_{i=1}^{4} \sum_{j=1}^{4} (m_1(t(\text{CTO}_j / S_2)) - m_1(t_k, t_{i.1}, t_{c.o.}, \alpha, \beta))^2.
\]

Consider one-dimensional optimization on the index \(\alpha\). In case, when \(t_{ki} = t_k\)
\[ \mu_2(t_k, t_{r,1}, t_{c,0}, \alpha, \beta) = 0.25 \cdot (2t_k + (t_{r,1} + t_{c,0}) - m_1(t_k, t_{r,1}, t_{c,0}, \alpha, \beta))^2 + (2t_k + 2(t_{r,1} + t_{c,0}) - \\
- m_1(t_k, t_{r,1}, t_{c,0}, \alpha, \beta))^2 + (2t_k + 3(t_{r,1} + t_{c,0}) - m_1(t_k, t_{r,1}, t_{c,0}, \alpha, \beta))^2 + (2t_k + 4(t_{r,1} + t_{c,0}) - \\
- m_1(t_k, t_{r,1}, t_{c,0}, \alpha, \beta))^2. \]

Let's \( t_1 = 2t_k \) and \( t_2 = t_{r,1} + t_{c,0} \), then:

\[ \mu_2(t_{r,1}, t_{c,0}, \alpha, \beta) = t_3^2 + 5t_1t_2 + 7.5t_2^2 - (2t_1 + 5t_2)m_1(t_{r,1}, t_{c,0}, \alpha, \beta) + m_2(t_{r,1}, t_{c,0}, \alpha, \beta). \]

Let's \( t_1 = t_1^2 + 5t_1t_2 + 7.5t_2^2 \) and \( t_4 = 2t_1 + 5t_2 \), then:

\[ \frac{\partial \mu_2(t_{r,1}, t_{c,0}, \alpha, \beta)}{\partial \alpha} = (2m_1(t_{r,1}, t_{c,0}, \alpha, \beta) - t_4) \frac{\partial m_1(t_{r,1}, t_{c,0}, \alpha, \beta)}{\partial \alpha} = 0. \]

As seen from (7) function \( \mu_2(t_{r,1}, t_{c,0}, \alpha, \beta) \) will have two extrema. The first extremum is determined using the formula (4). For the second extremum can be written:

\[ 2(Q_2((1-\beta)^2(t_1 + t_2) + \beta(t_1 + 2t_2)) + Q_2(\alpha(1-\beta)(t_1 + 2t_2) + (1-\beta)(1-\alpha)(t_1 + t_2) + \\
+ \beta(t_1 + 2t_2) + Q_2(\alpha(t_1 + 3t_2) + (1-\alpha)(1-\beta)(t_1 + t_2) + \beta(1-\alpha)(t_1 + 4t_2))) + \\
+ Q_2((2\alpha - \alpha^2)(t_1 + 4t_2) + (1-\alpha)^2(t_1 + t_2)) - t_4 = 0. \]

Loses

\[ Q_2((1-\beta)^2(t_1 + t_2) + \beta(t_1 + 2t_2)) + Q_2((1-\beta)(t_1 + t_2) + \beta(t_1 + 3t_2) + Q_2(1-\beta(t_1 + t_2) + \\
+ \beta(t_1 + 4t_2)) + Q_4(t_1 + t_2) - 0.5t_5 = b_0. \]

Then we have

\[ 2(b_0 + Q_2(\alpha(1-\beta)(t_1 + 2t_2) - (1-\beta)(t_1 + t_2)) + Q_2(\alpha(t_1 + 3t_2) - (1-\beta)(t_1 + t_2) - \\
- \alpha(1-\beta)(t_1 + 4t_2)) + Q_2((2\alpha - \alpha^2)(t_1 + 4t_2) + (1-\alpha)^2(t_1 + t_2)) = 0. \]

Loses

\[ Q_2(1-\beta)t_1 + Q_2(2t_2 - 3t_2\beta) + Q_46t_5 = b_1, \quad -3Q_4t_2 = b_2. \]

Hence we get, that

\[ b_2\alpha^2 + b_1\alpha + b_0 = 0. \]

Thus

\[ \alpha_{2,3} = -\frac{b_1 \pm \sqrt{b_1^2 - 4b_0b_2}}{2b_2}. \]

Therefore, optimization for dispersion \( \alpha \) will have three extrema. Optimization of \( \beta \) is similar. The case of optimization on the index efficiency as a mixture of the mean and standard deviation is considered similar to two previous optimization problem, but an additional can search the optimal parameter \( K \) values.

Conclusions

The general approach and the correlation obtained for the optimal values, when solving the inverse problem of determining the parameters of the current maintenance of radioelectronic equipment, when mistakes of the first and second kind are possible in the estimation process under complex information parameters. The results can be used in the design and modernization of radioelectronic equipment exploitation systems.
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3.2.8
SIMULATION OF LASER RADAR IN MATLAB

In the present work is carried out simulations at the level of functional scheme by means of MATLAB optoelectronic measurement system of vibration.

Modeling systems at the level functional scheme are widely used in practice of the design [1]. Currently, the literature is proposed to simulate by means of MATLAB using application SIMULINK [2]. This application is particularly useful in the analysis of automation systems. However, when modeling radar systems, in which the complex processing of complex signals occurs, the use of SIMULINK causes unnecessary complication of the model, since it lacks a program library of complex signals. In this case, the use of programming in the core of MATLAB allows more flexible use of the huge potential of this program system to build a more adequate models of radar systems.

In the present work is carried out simulations at the level of functional scheme by means of MATLAB laser optoelectronic measurement system of vibration. Such systems are used in industrial processes, and as a directional microphone. Of course, the proposed approach in modeling can be applied for the analysis of other radar systems.

Laser remote measurement characteristics of low-frequency vibration oscillations used a variety of methods of measurement. In this paper the phase method measurement is considered. The block diagram of a measuring instrument is shown in Figure 1. In the block diagram used the following notation: GM - generator of the modulating oscillation, L - laser, PD - photodetector, LO – local oscillator, PS - phase shifter at 90°, Mix1 is the first mixer, Mix 2 - the second mixer, PhD - phase detector, O - optical system, SA - spectrum analyzer.

Fig. 1. Block diagram for measuring vibration phase method.

Formation of the measuring signal is as follows.

The radiation of laser L was reflected from the mirrors M1 and M2, is focused on the optical system O and covers the distance \( L_0 \) to the glass (\( L_0 \) can be up to 100m). The laser beam reflected from the glass, the optical system is focused on the photodetector PD. The output voltage of the
photodetector $U_{PD}^{(0)}$ depends on the laser power $P_0$, the loss factor in the optical path $k_{op}$ and the sensitivity of the photodetector $S_{PD}$.

$$U_{PD} = P_0 \cdot k_{op} \cdot S_{PD}.$$  \hspace{1cm} (1)

Power of laser radiation is modulated by the modulating voltage generator GM

$$U_M = U_{M0} \sin(2\pi f_M t)$$  \hspace{1cm} (2)

and has a constant component $P_0^{(1)}$ and variable component

$$P_0^{(2)} = P \sin(2\pi f_M t)$$  \hspace{1cm} (3)

As a result, the useful output voltage of the photodetector (it’s variable component)

$$U_{PD} = P k_{op} S_{PD} \sin(2\pi f_M t) = U_{PD,0} \sin(2\pi f_M t)$$  \hspace{1cm} (4)

Changing the position of the plane of the reflector on $\Delta L$ leads to a phase change of the output signal of the photodetector

$$\Delta \varphi = 4\pi \frac{\Delta L}{\lambda}, \text{ where } \lambda = \frac{c}{f_M}$$  \hspace{1cm} (5)

In the case of vibration of the glass (with frequency $f_v$)

$$\Delta L = \Delta L_0 \sin(2\pi f_v t)$$  \hspace{1cm} (6)

phase modulation output signal of the photodetector occurs

$$U_{PD} = U_{PD,0} \sin \left[ 2\pi f_M t + \frac{4\pi \Delta L_0}{\lambda} \sin(2\pi f_v t) \right]$$  \hspace{1cm} (7)

This phase-modulated signal is generally hidden in the interferences as additive and multiplicative. In this paper we proposed the following description of interference:

$$U_{PD}^{(INT)} = U_{PD,0} \left[ 1 - k_1 + k_2 U_{U,D} \right] \sin \left[ 2\pi f_M t + \frac{4\pi \Delta L_0}{\lambda} \sin(2\pi f_v t) + k_3 U_{G,D} \right],$$  \hspace{1cm} (8)

where $k_1$ - coefficient determining the overall increase in losses in the optical channel $0 \leq k_1 \leq 1$;

$k_2$ - coefficient determining the amplitude of the fluctuations $k_2 \leq k_1$.

$k_3$ - coefficient increased time dispersion of the additive noise.

$U_{U,D}$ - a random signal with uniform distribution of the probability density in the range $[0 \div 1]$.

$U_{G,D}$ - a random signal with a Gaussian probability density distribution and variance 1;

From this high-frequency complex signal using electronic processing we obtain low-frequency information signal part. Its characteristics are measured by spectrum analyzer.

For this phase-modulated signal is converted down in frequency using a mixer Mix 1 and LO, and then fed to the phase detector PhD. The reference signal of the phase detector of the same intermediate frequency signal generated from the generator of the modulating oscillation GM, and LO with the help of mixer Mix 2. Necessary for PD phase shifter is set at 90 deg. PS. The phase detector produces demodulation of the signal.
The functional diagram of a measuring instrument used for the simulation, is shown in Figure 2.

Fig. 2. Functional diagram for measuring vibration phase method.

Features of this model are as follows:
1. The optical part is simulated as generator of the photodetector output signal (Block 1).
2. Phase shifter is modeled by local oscillator 2 (Block 4), generating a harmonic signal is shifted by 90 degrees relative to a local oscillator 1 (Block 3).
3. The mixer 1 is modeled by a series connection of signal multiplier (Block 5) and band-pass filter (Blocks 6-9).
4. Blocks 6-9 model filtering the signal by band-pass filter. Filtering performed in the frequency domain, and the spectrum of the filtered signal

\[ \hat{S}_{FIL} = \hat{S}_{inp} \cdot \hat{K}(\omega) \] (9)

where \( \hat{S}_{inp} \) - the spectrum of the input filter,
\( \hat{K}(\omega) \) - frequency factor transmission band-pass filter.

The algorithm applies the filter processing without phase shift:

\[ \hat{K}(\omega) = 1 \quad \text{in the pass band} , \]
\[ \hat{K}(\omega) = 0 \quad \text{in the stop band}. \] (10)

The spectrum of the input signal is calculated by algorithm of Fast Fourier transform (FFT). Time function of filter output signal is calculated by algorithm of the Inverse Fast Fourier transform (IFFT). In this case the bandwidth is chosen in the intermediate frequency.
5. The mixer 2 is modeled by a series connection of signal multiplier (Block 10) and band-pass filter (Blocks 11-14) as well as a mixer 1.
6. The phase detector is modeled by a serial connection signal multiplier (Block 15) and low frequency filter (Blocks 16-19).
7. Low-frequency filter is modeled in the same manner as a bandpass filter. Its bandwidth is consistent with the measured vibration frequency of oscillation.
8. Block 20 models the amplifier.
9. To simplify the model spectrum of the phase detector output signal is recorded at the output of signal multiplier PhD (block 18) according to formula (9).

This functional model of a laser optoelectronic measurement system of vibration is implemented in a computer program within the MATLAB and executed in the form of Script-File. It fully describes the signal processing and can be used to evaluate the system operation in a high-power interference.
Below is an example of such evaluation under the following conditions:  
1) The frequency of modulation $f_m = 25$ kHz; the intermediate frequency $f_{\text{INT}} = 80$ Hz, the frequency of vibration $f_v = 8$ Hz (i.e., adopted scale of frequency 1:1000);  
2) The amplitude of oscillations of the generator GM is 1 v, the generators LO 1, LO 2 are 10 v, the amplitude of input signal $U_{PD,0}$ is 1 v, modulation index $\frac{4\pi\Delta L_0}{\lambda}$.

Figure 3 shows the spectrum of the signal without interferences (curve 1), spectrum the signal with additive interferences, whose level is defined by correlation (11) (curve 2) and the spectrum of the signal with multiplicative interferences, whose level is determined by correlation (12) (curve 3).

$$k_3 = 10 \frac{4\pi\Delta L_0}{\lambda},$$  \hspace{1cm} (11)  

$$k_1 = k_2 = 0.9,$$  \hspace{1cm} (12)

![Fig. 3. Spectrum of the radar system output signals at different values of dispersion additive and multiplicative interferences.](image)

**Conclusions**

Developed a functional model of the laser optoelectronic measurement system of vibration, implemented by means of MATLAB. The mathematical model of additive and multiplicative interferences operation of the laser radar system is proposed. It is shown the possibilities of the program to investigate the influence of the additive and multiplicative interferences on the laser radar system.
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3.2.12
In this article the mathematical simulation of influence of failures on accuracy of navigation determination is considered.

Introduction
The essential increase users of satellite navigation systems (GNSS) causes increase of requirements not only to accuracy parameters, but also to integrity and reliability of navigation information received from them. Integrity control of the GNSS radio navigational field consists of quality control of signals of navigation satellites, quality of information transferred by them for the purpose of maintenance of high reliability of navigation determination and warning of the user of a system status. Different methods of integrity control, including, independent integrity monitoring of (RAIM), onboard autonomous systems (AAIM) are known. A lot of methods of independent integrity monitoring as on the basis of single measurements, and filtrational algorithms of monitoring [1] are developed. However time of informing of users about failures with use of such methods is unsatisfied requirements, for example, to civil aviation. Therefore there is a need for additional methods and monitoring aids of GNSS integrity. One of possible approaches is the organization of ground monitoring services for detections of emergency situations of functioning of GNSS. Today the creation of ground monitoring services is solved, in particular, the Russian monitoring system of the navigation GLONASS/GPS [2] fields. System has to realize two types of monitoring: operational and posteriori. The tasks of operational monitoring are estimation measurement errors of pseudo-ranges on signals of GNSS and inform customers on these errors in real time.

Algorithms of integrity monitoring are based on failure model. Often the failure is represented in the form of the additional random normally distributed error to measured pseudo-range. In the publication [3] the failure model on the basis of Kolmogorov-Fellera equation for discontinuous processes is offered.

The experimental investigations of the navigation receiver operation show that cases of repeating bursts in errors of pseudo-range determination are watched.

In this work the failure is considered in the form of periodic sequence of bursts of errors of measured pseudo-range.

The purpose of this work is to research influence of failures on accuracy of navigation determination by a method of mathematical simulation and also search of ways of monitoring of such anomalies.

Model and exploratory procedure
The exploratory procedure assumes execution of the following operations.
1. By means of the interface of satellite navigation station the data file containing coordinates of selected 4-th satellites in the form of XS, YS, ZS registers.
2. To fix data of topographical binding of station in the form of a vector of coordinates in WGS-84 system – X₀ = [x₀, y₀, z₀].
3. Measured pseudo-ranges are simulated:

\[ D_k = \sqrt{(X_{S_k} - x_0)^2 + (Y_{S_k} - y_0)^2 + (Z_{S_k} - z_0)^2} + \xi + \theta, \]  

where \( \xi \) – a standard measurement error of pseudo-range, which on the normal law \([M, \sigma]\); \( \theta \) - the abnormal burst of an error with the period of \( T \) and amplitude of \( I \);

k–satellite number.
4. The navigation task is solved in an iterative mode according to expression:

\[ \hat{X}_k = \hat{X}_k + (\hat{H}^T + \hat{H})^{-1} \cdot \hat{H}^T \cdot \Delta y_k, \]

(2)

where \( \hat{X} \) - an assessment of a coordinates vector on a step of iteration of "k",
\( X = [XP, YP, ZP] \);
\( \hat{X}_k \) - prior assessment of a coordinates vector;
\( \hat{H} \) - a predicted matrix of direction cosines;
\( \Delta y_k \) - vector of errors of secondary observations.

5. In case of the preset values \([M, \delta]\) the spherical error of coordinates determination of station is calculated:

\[ \delta_\theta = \sqrt{\Delta x^2 + \Delta y^2 + \Delta z^2}, \]

(3)

where \( \Delta x, \Delta y, \Delta z \) - errors of coordinates determination XP, YP, ZP respectively.

6. Operations repeat using items 3,4,5 of KR times and the mean square spherical error is calculated when averaging on implementations.

7. For different combinations of parameters of anomalies are built and analyzed histograms of the random functions simulating change of a measurement error of pseudo-range in time.

**Results of simulation**

**Experiment 1**

To fix coordinates of the 4-th satellites and set parameters: \( M=0, \delta=4 \) m. To calculate an error \( \delta_\theta \) using averaging on KR=10000 implementations. In the absence of anomalies it is equal 12 m.

**Experiment 2**

To change parameters I, T. Anomalies is entered into pseudo-ranges of each satellite in turn. To calculate a root-mean-square error of determination. Results are given in tab. 1.

<table>
<thead>
<tr>
<th>Number of satellite</th>
<th>( T )</th>
<th>I, m</th>
<th>I/T</th>
<th>( \delta_\theta ), m</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>32</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>80</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>160</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>320</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>800</td>
<td>8</td>
<td>17</td>
</tr>
</tbody>
</table>

To analyze data of tab. 1 we see that the increase in an error of navigation determination depends on multiplication of frequency of bursts on their amplitude. So, errors depend on that in what signal of the satellite there were anomalies.

**Experiment 3**

To fix the period of repetition \( T=10 \) and change values of bursts amplitude. To calculate values of an error \( \delta_\theta \) depending from values \( \Delta = I/T \) in case of introduction of anomalies in pseudo-range of each satellite in turn. Let's subtract from it an error received in absence of anomalies. To determine the regression equations using to obtain data \( \Delta \delta = a_0 + a_1 \cdot \Delta + a_2 \cdot \Delta^2 \).

As a result to receive:

the satellite 1 - \( \Delta \delta = -0.235 + 0.059 \cdot \Delta + 0.000006 \cdot \Delta^2 \);
the satellite 2 - \( \Delta \delta = -1.33 + 2.88 \cdot \Delta \);  
the satellite 3 - \( \Delta \delta = 0.124 \cdot \Delta + 0.00024 \cdot \Delta^2 \);  
the satellite 4 - \( \Delta \delta = -0.286 + 0.257 \cdot \Delta \).

To analyze the given results we see that the increment of an error of navigation determination as a result of appearance of anomalies in measured pseudo-ranges to any of satellites depends almost linearly on intensity of anomaly \( \Delta \). The steepness of this dependence is various for options for introduction of anomalies.

**Experiment 4**

Let's define the regression equation for values of an error \( \delta_\theta \) (the first line of tab. 1) depending on direction cosines of pseudo-ranges of satellites.

The primary diagram of errors (the upper diagram) and the equation diagram regressions (the lower diagram) are shown on fig. 1.

![Fig. 1. The primary diagram of errors and the equation diagram regressions](image)

From fig. 1 it is visible that anomaly influence on pseudo-range of the satellite makes a contribution to an error of the navigation determination, depending on direction cosines.

**Experiment 5**

Let's fix data about constellation from 10 GPS satellites and set parameters of the anomalous errors for each satellite in turn and define \( \delta_\theta \). To find coefficients of the equation of regression using sampling of 40 values:

\[
Y = a + a_1 \cdot \Delta + a_2 \cdot cx + a_3 \cdot cy + a_4 \cdot cz ,
\]

where \( cx, cy, cz \) – direction cosines of pseudo-range projection on the appropriate axes of coordinates.

On fig. 2 the experimental values \( \delta_\theta \) (the upper diagram) and values, receiving from the regression equation (the lower diagram) are given.
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So from fig. 2, the equation in any approximation reproduces coordinate’s errors determination. Reliability of the analysis can be raised by a representativeness of the initial sample.

**Experiment 6**

Unlike experiment 3 amplitudes of bursts change according to expression

$$I = I_0 + t_p,$$

(5)

where $t_p$ - uniformly distributed random variable with parameters $[0, t_p].$

The results of simulation in case contribution of anomalies in pseudo-range to 1 satellite are given in tab. 2.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$I_0$</th>
<th>$t_p,m$</th>
<th>$I_{av}$</th>
<th>$\delta_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>30</td>
<td>4</td>
<td>32</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>8</td>
<td>32</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>26</td>
<td>12</td>
<td>32</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>16</td>
<td>32</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>24</td>
<td>32</td>
<td>15</td>
</tr>
</tbody>
</table>

So, from tab. 2 we see, that to increase in an error of coordinates determination of station depends on product repetition frequency on average amplitude of bursts.

**Experiment 7**

We build the histogram of the accidental process simulating a measurement error of pseudo-range taking into account existence of the abnormal bursts. For $T=4$, $l=0.032$ km. Results are given on fig. 3.
The histogram analysis fig. 3 shows that the periodic sequence of the abnormal bursts is characterized by a column located by the middle in a point of an abscissa axis, equal amplitude, and having height, equal to repetition frequency of burst.

This data allow considering the following scenarios of satellite signals monitoring. By operation of the navigation receiver errors of pseudo-ranges determination to each visible satellite and their angular orientation are fixed. On a sample of the fixed counting the appropriate histograms are built and analyzed. In the presence of anomaly the amplitude and frequency of its repetition is defined.

Two options are possible. In the presence of the equation of regression beforehand received on representative samples (1) the error of coordinates determination is calculated and is compared to threshold value. The second option – a considered error is determined by a simulation way by above given technique.

The offered ways of monitoring can be implemented both in a post-processing mode, and in real time with a certain initial time delay of output of result.

Conclusions

The carried-out researches showed that existence of additional (abnormal) periodically repeating single bursts in pseudo-range counting to one of satellites lead to noticeable errors in the solution of the navigation task. These errors depend on product amplitude of bursts on frequency of their repetition, and also from spatial orientation of the satellite concerning the user. It is shown that the specified dependences can be formalized that allowed to define ways of monitoring of anomalies of this kind.
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SOFTWARE FOR STRATEGIC PLANNING AND PERFORMANCE ASSESSMENT IN UKRAINE

The usage of the Strategic Planning & Performance Assessment Tool, built in the framework of the Strategic Planning for Sustainable Performance (SPSP) for Regulator Bodies Method was described.

Introduction

Strategic Planning & Performance Assessment Tool (SPPAT) has been designed to estimate a number of parameters and the evolution of Key Performance Indicators (KPI) in relation to the Plan. The value of the SPPAT is generated by its main function in that it guides and supports the systematic review and update of the subject Strategic Business Plan. This periodic review and update keeps the plan consistent with its strategic objectives, medium level objectives, vision and mission and maintains the planning and implementation process within an envelope of predefined performance in financial efficiency and eventually in safety, capacity and environment protection when adequate respective KPIs become available. Its openness and design adaptivity ensures that when more and different KPIs are adopted they may be easily built in the SPPAT and guide the planning, implementation and monitoring.

Software for strategic planning

SPPAT is a decision making support tool which inter alia has been designed to calculate the Unit Rate for Regulator Bodies, over the planning timeframe, by taking into account the set of recommendations (Basic Objectives, BSO) developed in the Strategic Business Plan.

It is important to note that it does not provide an implementation plan, or a staffing plan. Among other things, this tool achieves the following:
- assesses Regulator’s costs;
- assesses unit rates for en-route and terminal charges, the unit rate of Regulator and the unit rate of Passengers;
- estimates the evolution of cost per km flown;
- provides reports adapted to the EC Regulations requirements.

Its primary inputs are:
1. the list of planned BSOs, together with their related costs and human effort levels, for both implementation and operations phases;
2. the forecast service units;
3. the forecast Km to be flown;
4. the baseline cost of the service broken down into capital cost, depreciation, operating, staff and other costs, as appropriate.

Functional diagram of the SPPAT is represented on the fig.1 and SPPAT main menu on the fig.2. From this main Menu window all elements of the SPATT functionality can be accessed as follows:
- SPPAT configuration (base tables, SPPAT settings, administrator)
- Business plan information (baseline project ions, base year financial data, project (BSO) details, reporting)
- Switch User – Return to the Logon dialog to change the current user;
- Mail Support – create an email to the SPPAT support team;
- Exit – Exit the application.
3.2.19

Fig. 1. Functional diagram of the SPPAT

Fig. 2. SPPAT main menu
The SPPAT automatically produces the following 20 reports:
- general overview;
- business plan summary and financial;
- BSO details and financial;
- terminal unit rate;
- en-route unit rate;
- terminal km flown;
- en-route km flown;
- BSO-LSSIP tracking;
- BSO-MLO tracking;
- BSO-STO tracking;
- terminal EC regulation figures and diagram;
- en-route EC regulation figures and diagram;
- tracking actual-estimate;
- crosstab MLO-BSO – abs figures & crosstab MLO-BSO – rel figures;
- SBP annexes;
- summary of annual plan;
- MS projects;
- other EC regulation figures and diagram;
- SESAR OI compliance tracking;
- SES regulation compliance tracking.

For the full functionality of the SPPAT MS access application to be available it is necessary for the following software to also be installed: MS Excel, MS Project and PDF Creator.

The Strategic Planning for Sustainable Performance methodology strongly recommends the annual or even better the six-month review of the SBP in order to keep it up to date, produce organisational learning and apply effective strategic management. The mid-year review aims to check the status of progress and implementation and to trigger remedial action if necessary.

Theoretically everything but at least the Vision/Strategy & Mission pair, STOs, MLOs, and BSOs shall be reviewed and updated through the SPPAT. The manual amendments of various figures and information within the tool will result in corresponding changes of key performance indicators like Unit Rate and Cost per KM and will bring automatic update to various internal SPPAT reports which via the SPPAT internal links will be uploaded and replace the outdated reports included in the previous year SBP word Document.

The amendments will result in automatic update of the MS Project File that could be generated via the report push button “MS Project” as a stand-alone file and then copy and paste in the word document file to replace the old Gant Chart included in the previous year SBP Word Document.

The financial outputs of SPPAT shall be used to update the Financial Chapter of the SBP Document. In the meantime, a number of Financial Figures shall be included manually in the ‘Baseline” sub-view of SPPAT to reflect the financial current situation.

Conclusion

SPPAT is a decision making support tool, which among other things assesses the sustainability and performance of the Strategic Business Plan of Ukrainian ANSP.
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GNSS TECHNOLOGY LANDING SYSTEM OPTION FOR FLYING MACHINE

The modeling of final approach path by means of Global navigation satellite system is considered in this article.

Introduction

A global aeronavigation plan in reference to CNS/ATM systems designates GNSS system as a key element of communication, navigation, surveillance systems and systems, which are connected with air traffic organization, as well as a basis the governments can improve the air navigation service. GNSS possesses the potential abilities to maintain all flight phases, providing continues global observation. It allows to exclude the need for plenty of ground-based and on-board systems, which were developed for special requirements at a definite flight stages.

Nowadays precision approach procedures in accordance with first category together with corresponding GNSS equipment are authorized. The 2 and 3 categories requirements are being developing.

GNSS precision approach procedure is marked as GLS procedure approach. The GLS flight path is differently, not like by ILS. Data defining the flight path are transmitted onboard via digital data link as a data block FAS (final approach segment). Onboard equipment GNSS based on geometrical ratios calculates flight path parameters and designates homing characteristics similar to other approach systems, ILS for example.

One should take into account there is no available information in literature how to perform geometrical calculations.

Formulation of the problem and model description

The purpose is to reconstruct the procedure of definition of homing parameters without touching upon the problems of integrity, continuity and operational readiness of maintenance and to investigate precision performance of GLS approach and landing system.

Data block FAS is transmitted aboard in a message type 4 from operational supplement GBAS. In order to define final approach phase path the following elements are transmitted: latitude, longitude and height of threshold pass LTP/FTPL, the difference between delta FPAP latitude and delta FPAP longitude of point FPAP of the runway and corresponding parameters of point LTP/FTP, height of crossing of runway threshold TCH, glide path angle, course width and offset delta -distance from the end of the runway to FPAP. Distance D is known. Onboard equipment GNSS provides airplane center-of-gravity coordinates definition in WGS-84 system with occasional errors.

In order to provide approach and landing aircraft position information relatively the runway is necessary.

As it shown in [2], the parameters of the lateral movement of aircraft on landing are the linear \( Z_b \) and angular \( \epsilon_b \) separations from equivalent signal zone. \( Z_b \) equals to perpendicular length put from center-of-gravity of airplane to a vertical flatness crossing the runway. \( \epsilon_b \) angle is defined as the angle between line with points GARP-LTP/FTP and projection to horizontal flatness which contains the RW, a line from center of gravity of aircraft to GARP point.
The long across movement parameters of AC on approach are the linear Zp and angular epsilon p separations from equal signal zone of the path

Zh equals to the length of the perpendicular derived from center of gravity of AC to horizontal flatness. Epsilon p angle is defined as the angle between line with points GRIP -DCP and projection the vertical flatness, passing the RW, line with points of center of gravity of AC -GRIP.

To perform model investigation the following procedures-functions are developed:
- RPM -recounting of spherical coordinates to Decart's;
- PLP-calculation of parameters of the common equation of flatness through coordinates of 3points [4];
- RTP-calculation of distance from point T to flatness P [4];
- PEPP-calculation of coordinates of point of perpendicular crossing from point T to flatness;
- RASU -calculation of angle between two vectors in space.

Initial data and estimated ratios:
- Latitude teta L = 50.43 degrees,
- Longitude -lambda L = 30.43 degrees,
- Height - hL=200m of point LTP/ FTP,
- Course width – KS = 140 m,
- D = 3000m,
- GPA = 3 deg,
- TCH = 50m,
- FM coordinates: XS = XL – 5000; YS = YL; ZS = ZL + 3000, where XL,YL,ZL are LTP/FTP point coordinates.

Latitude – tetaG = tetaL – D/111110;
Longitude – lambdaG = lambdaL;
Height – hG = hL of point GARP.
Fig. 2. Block-diagram of program of calculation of homing parameters
Latitude – \( \theta_{GP} = \theta_{L} - \frac{TCH}{111110} \times \tan(GP) \);
Longitude – \( \lambda_{GP} = \lambda_{L} \);
Height – \( h_{GP} = h_{L} \) of point GRIP.

Latitude – \( \theta_{F} = \theta_{L} - \frac{(D - 305)}{111110} \);
Longitude – \( \lambda_{F} = \lambda_{L} \);
Height – \( h_{F} = h_{L} \) of point FPAP.

Latitude – \( \theta_{D} = \theta_{L} \);
Longitude – \( \lambda_{D} = \lambda_{L} \);
Height – \( h_{D} = h_{L} = TCH \) of point DCP.

Block-diagram of program of parameters calculation is depicted on figure 2, where AL, AF, AK, AD, AG, AGP -vectors of coordinates of points LTP/FTP, borders KS, DCP, GARP, GRIP accordingly, TS-FM coordinates vector.

Modeling results

The sense of the modeling is the following. For fixed coordinates of FM by means of program (figure 2) the volumes of \( Z_b, Z_p, \epsilon b, \epsilon p \) are calculated. The occasional mistakes in coordinates calculation by board-based receiver in cycle of realizations added and calculations repeated. The low of mistakes ramification is normal with parameters \([0, sD]\).

The results of declinations of calculated volumes in averaging by 1000 realizations are stated in table, where \( m_{Zb}, m_{Zp}, m_{\epsilon b}, m_{\epsilon p} \) are the mathematic expectations, \( s_{Zb}, s_{Zp}, s_{\epsilon b}, s_{\epsilon p} \) - mean-square declinations of homing parameters from calculated ones without mistakes introduction. The units of measuring are meters and radians.

<table>
<thead>
<tr>
<th>sD</th>
<th>10</th>
<th>5</th>
<th>3</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_{Zb} )</td>
<td>- 0.11</td>
<td>- 0.06</td>
<td>- 0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>( m_{Zp} )</td>
<td>- 0.06</td>
<td>- 0.09</td>
<td>- 0.05</td>
<td>0.004</td>
</tr>
<tr>
<td>( m_{\epsilon b} )</td>
<td>-1.2 \times 10^{-5}</td>
<td>-3.8 \times 10^{-6}</td>
<td>3.7 \times 10^{-6}</td>
<td>3.8 \times 10^{-6}</td>
</tr>
<tr>
<td>( m_{\epsilon p} )</td>
<td>- 6.3 \times 10^{-8}</td>
<td>-9.0 \times 10^{-8}</td>
<td>-5.7 \times 10^{-8}</td>
<td>3.8 \times 10^{-9}</td>
</tr>
<tr>
<td>( s_{Zb} )</td>
<td>9.99</td>
<td>5.01</td>
<td>2.99</td>
<td>1</td>
</tr>
<tr>
<td>( s_{Zp} )</td>
<td>9.94</td>
<td>5</td>
<td>3.01</td>
<td>1</td>
</tr>
<tr>
<td>( s_{\epsilon b} )</td>
<td>3.5 \times 10^{-7}</td>
<td>5.4 \times 10^{-4}</td>
<td>3.2 \times 10^{-4}</td>
<td>1.05 \times 10^{-6}</td>
</tr>
<tr>
<td>( s_{\epsilon p} )</td>
<td>1 \times 10^{-5}</td>
<td>5.2 \times 10^{-6}</td>
<td>3.2 \times 10^{-6}</td>
<td>1.0 \times 10^{-6}</td>
</tr>
</tbody>
</table>

As derives from the obtained results, the mean-square mistakes in linear homing parameters definitions are equal and the angular ones are proportional to mistakes mean-square declinations in FM coordinates calculation.

Conclusions

The performed investigations show that declared model allows to calculate parameters of FM homing in GNSS approach and landing. The model also allows to establish dependence of homing calculation errors from mistakes of board-based receiver calculations of coordinates. The results show that for providing of categorized landing differential mode of navigation calculations implementation is necessary.
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MONITORING OF AIR TRAFFIC USING ADS-B SYSTEM

With the purpose of surveillance after air traffic the system was created for ADS-B messages receiving. For this an antenna, ADS-B signals receiver, a decoder were made and software was installed. This system was allocated at the Department of Air Navigation Systems and is used for students training and investigations.

1. Problem

ADS-B is short for Automatic Dependent Surveillance - Broadcast [1]. This is new technology for monitoring air traffic, which is implemented in Europe, USA etc. EUROCONTROL CASCADE program coordinates implementation of ADS-B systems in Europe. That is why it is important for students to study this new technology of surveillance.

2. Analysis of Publications

Equipped with ADS-B transceiver aircraft during all flight transfers in real time their exact position, speed, altitude, course and other information [3]. Access to ADS-B information is free for all. ADS-B signal can be received on earth for the purpose of surveillance (ADS-B-OUT) or other aircraft for information about the surrounding traffic (ADS-B-IN) and avoid collisions [4]. ADS-B-OUT system began operating in 2008, ADS-B-IN - in 2011. System ADS-B-OUT can be used for purposes of self-observation, as well as with radar systems and MLAT (multilateration). For transmission of ADS-B messages transponder Mode S Extended Squitter is used [5]. On-board transponders transmit data at a frequency of 1090 MHz. To receive these messages we must have the receiver signals at that frequency - ADS-B-receiver. The frequency of 1090 MHz belongs to the L-band. Electromagnetic waves with such high frequencies are distributed in the atmosphere straight without being reflected from the ionosphere. Receiving of these signals can only be possible if between aircraft and the receiving antenna is no obstructions. Receiving antenna must be installed as high as possible and have free space in all directions. The greater is the height of the aircraft, the greater is distance that signal may be accepted. For example, the signal from the aircraft, which is at an altitude of 30,000 feet (10 km) may be received up to 350 km. This requires a sensitive antenna and receiver. But if we consider the distance to the aircraft within 100 miles we can receive ADS-B signals even using simple equipment. There are exist some schemes for simple ADS-B systems [6,7].

3. Purpose of Work.

The aim of this work is to build a simple system for receiving ADS-B signals and to use it for monitoring of air traffic.

4. Structural scheme of ADS-B System.

A system that makes ADS-B signals can be used as virtual radar to create real-time picture of air traffic and consists of four components: an antenna, receiver decoder and computer software (Fig.1).
The antenna receives the signal at a frequency of 1090 MHz and converts it into high-frequency electrical signal. The receiver selects, amplifies, demodulates received signals and generates an analog video signal. Decoder converts analog video to digital and detects ADS-B message. ADS-B signals are then transmitted via the USB port on your computer. Using computer software we can decode ADS-B information and generate virtual display radar. In this system miniadsb receiver [6] and adsbPi decoder software adsbScope [7] are implemented.

5. Antenna

Transponder signals are polarized in the vertical plane and they need to be received by an antenna with vertical polarization at a frequency of 1090 MHz. The simplest antenna is a vertical wire with length of 0.13 m [7], which corresponds to half the wavelength of the frequency of 1090 MHz. This is an electric dipole antenna which can receive the signal from all directions.

To increase the sensitivity of the antenna several electric dipoles need to be applied. But if they are placed beside one another then the antenna will cease to be non-directional. Therefore, individual dipoles placed one above the other. In addition, the dipoles must be connected. The top and bottom edges of the dipole oscillate in phase shift of 180 degrees. We have connected dipoles by means of horizontal coils of the length $\lambda / 2$ (0.13 m), which serve as devices for the phase shift of 180 degrees (Fig. 2).

Dipoles and coils by itself must be made from one long piece of wire. Wire diameter should provide the necessary rigidity of the antenna. The bottom end of this set of dipoles must be connected to the middle wire of 50 Ohm coaxial cable. For grounding can be used round metal plate with a diameter of $\lambda / 2$ (0.13 m) located radially or pieces of wire (at least 4 wires at 90 degrees to each other). Antenna impedance is not consistent with the cable impedance but it can be changed by bending the wires down.

6. ADS-B Receiver.

ADS-B receiver was assembled using the scheme shown in Fig. 3. Antenna us connected via 50 Ohm coaxial cable.
Decoder scheme is given in Fig. 4. The main element is the decoder microcontroller PIC18F2550. It converts analog video to digital using the internal comparator. These ADS-B messages are transferred via the USB port at a PC. The decoder is designed for use with miniadsb receiver and software adsbScope or Planeplotter [7].

**8. adsbScope Software**

Software adsbScope contains outlines of continents, list of cities, airports list, and a list of aircraft with ICAO numbers of these aircraft information to determine the nationality of aircraft, the location and length of runways, information about air routes, the location and areas of ILS systems, data about ground radar location. When you run the software AdsbScope opens the program, tests subdirectories and loads data files. The program window contains a text field for the decoded data, table for the detected aircraft, decoder control panel and information field (Fig. 5). The data with revealed aircraft are shown in the table between the two text boxes. Figure on the left side of window shows the position, track and additional information about the aircraft. The software counts the number of ADS-B frames (packets) per minute and displays it in the bottom right corner. Also the average number of frames received from an aircraft per a minute is displayed. Besides the software checks the CRC-checksum for each frame.

**9. Monitoring of Air Traffic**

The user can choose which information must be displayed and what colors are used for different types of objects.

The display is updated at least once per second (usually 4 times a second). The software creates a line (trajectory) from the place where the plane was found for the first time. The first location of the aircraft depicted in the form of a small circle. Next track number is specified, the ID aircraft altitude in feet (FL) and speed in knots. If the plane is unknown (not in the list of aircraft with the numbers of these aircraft ICAO), it only indicates track number. Track number corresponds to the first column of the table in Fig. 5.
If at this moment the airplane arrives, its position is based on calculation of the last known location, speed and direction. Flight path from the last known position on a predictable trajectory is shown by dotted line. The user can disable forecasting position. The software selects for each aircraft a random color. The user can select the mode in which the color of the trajectory represents the height of the aircraft. In this mode, 0 is represented feet red, while 20,000 feet - 40,000 feet and green - blue.
10. Results

The following experiments using the system for receiving of ADS-B signals were made:
- Surveillance of air traffic and results (number of aircraft and information about them) were compared with data on the website Flightradar24.com [8];
- The possibility of determining the maximum distance of planes was investigated.

Results of observations are shown in Fig. 6. The distance from the antenna system to the airport "Boryspil" is 47 km and to the airport "Zhulyany" - 23 km. It was possible to watch the planes at a distance of 160 km and altitudes up to 12000 m.

![Fig. 6. Results of an experiments.](image)

It turned out that the system has a small "blind funnel" and allows you to track planes virtually "above it". The maximum detection range is limited by curvature of the earth's surface and depends on the height of the aircraft.

The antenna for receiving ADS-B signals was mounted on the roof of National Aviation University Building number 11 and can monitor all aircraft in the area of Boryspil airport equipped with the appropriate transceiver. The number of aircraft on Flightradar24 site display coincides with the number of aircraft that "sees" our system.

11. Conclusions

1. The system for receiving of ADS-B signals is created.
2. The system is located at the Department of Air Navigation Systems.
3. The system is used in the process of students training and for student’s research.
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EXPERIMENTAL VALIDATION OF SMALL INTEGRATED NAVIGATION SYSTEM PROTOTYPE

Description and results of small integrated navigation system prototype experimental validation are provided. One degree-of-freedom rotation table and correspondent measurement equipment have been used for the experiment. For estimation the coordinates’ determination accuracy reference trajectory has been calculated using GrafNav/GrafNet package. Results of experiment prove small integrated navigation system functioning efficiency.

**Introduction.** The integration of GPS (Global Positioning System) and INS (Inertial Navigation System) has been intensively investigated by many researchers along the world for the last decades, but it is still an urgent problem, since the goal is always to improve the integrated navigation solution accuracy, reliability and anti-jamming performance.

With this objective, and the rapid developments in low-cost MEMS Inertial Measurement Unit (IMU) technology, the integration of GPS and INS has taken a new direction. Development of small, low-cost, weight and power consumption integrated navigation system with appropriate quality characteristics that could be applied at small unmanned aerial vehicles is a new branch of research.

Internationally established practice is to use MEMS IMU with 3-axis accelerometers, gyro, magnetometers, barometric altimeter and GNSS (Global Navigation Satellite System) receiver as a basic structure of small integrated navigation system.

**Motivation for experiment performing.** For efficient functioning of small integrated navigation system (SINS) it’s necessary to have two main parts: hardware and software. Software part can be evaluated using different simulations in Matlab or similar software package, but the drawback of such approach is that it doesn’t always depicts real situation as when using data from real sensors.

Therefore in this work it is proposed to investigate functioning of SINS prototype created in Aerospace Center in National Aviation University by performing an experiment that is described below.

It is necessary to note that algorithms used for sensors data processing are described in [1-4].

**Experiment setup.** For small integrated navigation system functioning investigation the following experiment has been performed. Wooden stand (fig.1,3) with the vertical axis of rotation and the arm length 2.35 m (fig. 1) has been placed at the point at National Aviation University territory (fig.4).

![Fig.1 Stand drawing (top view)](image1)

![Fig.2 Equipment connection scheme](image2)

The point of experiment setup has the following coordinated: 50.438874248° north latitude, 30.428294371° east longitude and 195.943 m height relative to ellipsoid WGS-84.

At the fig. 1 the following designations are accepted: 1 – all devices, 2 – notebooks and accumulators (batteries), 3 – stand axis of rotation. Equipment connection scheme is represented at fig. 2, where the following designations are accepted:

1 – the Novatel GPS-703-GGG antenna;
2 – the Antcom 4G12155-XS4-X GNSS signals splitter;
3 – the small integrated navigation system (SINS) prototype, which includes: the Analog Device inertial measurement unit ADIS16362, the Honeywell HMC5843 3-axis magnetometers, the Bosch Sensortec barometric pressure sensor BMP085 and GNSS receiver OEM-V1 by Novatel;
4 – notebook Lenovo IdeaPad S10-3;
5 – miniature AHRS IG-500N by SBG-Systems;
6 - notebook DELL Vostro 3355.
Photo of all connected equipment is represented at fig. 3.

![Fig.3 Photo of experimental equipment](image1)

![Fig.4 Reference trajectory in Google Earth](image2)

During the experiment first 5 min static data were gathered, then the stand was rotated clockwise, therefore the direction of rotation about Z axis, pointing downward was positive, which is seen as well from the fig. 2 where the gyro measurements are depicted. The height was constant during experiment.

Signals from navigation satellites received by antenna through the splitter were fed up to the GNSS receiver of SINS prototype and AHRS IG-500N. Sensors data of MINS prototype where recorded at flash card, data from AHRS IG-500N were recorded to the notebook DELL Vostro 3355 with the help of provided by the manufacturer software sbgCenterApplication. The raw measurements of GNSS receiver OEM-V1 were recorded at the notebook Lenovo IdeaPad S10-3 for getting the reference trajectory. After the experiment data were post-processed that is described below.

Now let’s consider more detailed sensors of SINS prototype. The ADIS16362 sensor is a complete inertial measurement unit that includes a triaxis gyroscope and triaxis accelerometer. Each sensor in the ADIS16362 combines iMEMS technology with signal conditioning that optimizes dynamic performance. Gyroscopes dynamic range can be tuned (±75, ±150 or ±300 °/s as default), initial sensitivity – 0.05 °/s for 300 °/s dynamic range, output noise – 0.8 °/s rms (no filtering). Accelerometers dynamic range is ±1.7 g, initial sensitivity – 0.33 m/s², output noise – 5 mg rms (no filtering). Transferring data to a microcontroller is performed through SPI interface. More detailed ADIS16362 technical specifications are represented at [7].

The Honeywell HMC5843 is a surface mount multi-chip module designed for low field magnetic sensing with a digital interface. The HMC5843 includes 1043 series magneto-resistive sensors plus Honeywell developed ASIC containing amplification, strap drivers, offset cancellation, 12-bit ADC and an I2C serial bus interface. Its field range ± 4 Gauss, resolution – 7 mG. More detailed HMC5843 technical specifications are represented at [8].

The Bosch Sensortec BMP085 is a digital pressure sensor with temperature measurement included. Its pressure range – 300…1100 hPa (+9000 m … -500 m above sea level), resolution - 0.01 hPa, relative accuracy at temperature 25 °C is ± 0.2 hPa. Connection to a microcontroller is performed via I2C but. The BMP085 delivers the uncompensated value of pressure (16 to 19 bit)
and temperature (16 bit), therefore its measurements have to be compensated by the calibration data. More detailed BMP085 technical specifications are represented at [9].

GPS Receiver OEMV-1 is a compact, single frequency receiver that delivers L-band positioning on board [10]. Its performance specification: channel configuration – 14 GPS L1, 2 SBAS; hot start – 35 s, cold start – 60 s; signal reacquisition L1 – 0.5 s typical; measurement and position data rate – up to 20 Hz; horizontal position accuracy (RMS) at single point L1 - 1.5 m, velocity accuracy, RMS – 0.03 m/s. Integrated L-band supports OmniSTAR VBS and CDGPS correction services. Receiver provides estimated position and velocity in DOUBLE format. Transferring data to microcontroller is performed through the serial interface UART.

The IG-500N is the GPS enhanced Attitude and Heading Reference System (AHRS) which delivers attitude and position measurements at data rate up to 50 Hz. The IG-500N includes a MEMS based Inertial Measurement Unit (IMU), magnetometers, GPS receiver and a pressure sensor. It provides precise drift-free attitude and position, even in long time turns. Attitude parameters specification: static accuracy - 0.5 °/s for roll and pitch (with stabilized Kalman filter) and 1 °/s for yaw angle (homogenous magnetic field), dynamic accuracy - 1 °/s under good GPS availability and up to 2 °/s at GPS signal loss. Position accuracy at SBAS support is 2 m, after GPS signals loss position accuracy degrades significantly at the next few seconds. Data transferring to a microcontroller can be performed through a serial interface RS-232. More detailed IG-500N technical specifications are represented at [11].

**Data processing.** Recorded binary data with the C language program are converted in text format for further processing with Matlab software. For each of sensors separate file is created where new parameter is represented by a column and new measurement – by a row.

Internal device timer is synchronized with the global GPS time with the help of GPS receiver signals. Timer resolution is 1 ms.

GNSS data file contains GPS time (week seconds), XYZ coordinates in ECEF (Earth Centered Earth Fixed) coordinate system, estimated coordinate RMS (m), velocities in ECEF, estimated velocities RMS (m/s), solution status and type of navigation task according to [5]. IMU data file contains time (week seconds), angular velocities (rad/s) and specific force (m/s²) along the measurement axes. Magnetometer data file contains time (week seconds) and measurements of the intensity of the magnetic field (mG) along the measurement axes. In such form data are transferred for the processing in Matlab.

Magnetometer and IMU data rate was 50 Hz (therefore \( \Delta t = 2 \cdot 10^{-2} \) c), GNSS data rate – 1 Hz.

Magnetometer measurements contained errors which are random Gauss distributed values \( N_{\text{mag}}(M_{\text{mag}}, \sigma_{\text{mag}}) \), where \( M_{\text{mag}} \) - mathematic expectation, \( \sigma_{\text{mag}} \) - RMS of magnetometer measurements in static:

\[
M_{\text{mag}} = [110.12 -206.92 602.05] \text{mG}, \sigma_{\text{mag}} = [5.9509 4.4955 5.2068] \text{mG}.
\]

Mathematical expectations of sensor measurements here and further in the present article are calculated by finding the average of static data segment with the help of “mean” command, RMS – by the help of “std” command in Matlab software.

Height measured by the barometric altimeter contained errors which are random variables with Gauss distribution \( N_{\text{baro}}(M_{\text{baro}}, \sigma_{\text{baro}}) \), with zero mathematic expectation \( M_{\text{baro}} = 0 \) m, and \( \sigma_{\text{baro}} = 0.5 \) m.

Gyros measurements contained errors which are random variables with Gauss distribution \( N_{\text{gyro}}(M_{\text{gyro}}, \sigma_{\text{gyro}}) \), where \( M_{\text{gyro}} \) - mathematical expectation, \( \sigma_{\text{gyro}} \) - RMS of gyros measurements in static:

\[
M_{\text{gyro}} = [0.001258 -0.007280 0.005174] \text{rad/s}, \sigma_{\text{gyro}} = [0.065676 0.065327 0.072545] \text{rad/s}.
\]

Gyros measurements in °/s (\( \omega = [\omega_x, \omega_y, \omega_z] \)) are represented at fig. 5. Accelerometers measurements in m/s² along the body measurement axes (\( f = [f_x, f_y, f_z] \)) are represented at fig. 6.
Accelerometers measurements contained errors which are random variables with Gauss distribution $N_{\text{accel}}(M_{\text{accel}}, \sigma_{\text{accel}})$, where $M_{\text{accel}}$ - mathematical expectation, $\sigma_{\text{accel}}$ - RMS of accelerometer measurements in static:

$$M_{\text{accel}} = [-0.0728 - 0.2174 - 9.809] \text{ m/s}^2, \quad \sigma_{\text{accel}} = [0.23927 0.18694 0.25255] \text{ m/s}^2$$

GPS receiver measurements contained errors which are random variables with Gauss distribution $N_{\text{vel\_GPS}}(M_{\text{vel\_GPS}}, \sigma_{\text{vel\_GPS}})$ and $N_{\text{pos\_GPS}}(M_{\text{pos\_GPS}}, \sigma_{\text{pos\_GPS}})$, where $M_{\text{vel\_GPS}}$ - mathematical expectation, $\sigma_{\text{vel\_GPS}}$ - RMS of velocity estimation, and $M_{\text{pos\_GPS}}, \sigma_{\text{pos\_GPS}}$ - are mathematical expectation and RMS of position estimation correspondently in static:

$$M_{\text{vel\_GPS}} = [-0.0015 0.0032 0.0113] \text{ m/s}, \quad \sigma_{\text{vel\_GPS}} = [0.0240 0.0181 0.0243] \text{ m/s}$$

$$M_{\text{pos\_GPS}} = [3509818.82 2061528.59 4894172.42] \text{ m}, \quad \sigma_{\text{pos\_GPS}} = [0.1548 0.1255 0.1163] \text{ m}$$

As has been told above all calculations have been performed in NED coordinate system with the origin at the following geographic coordinates: 50.438874248 ° N latitude, 30.428294371 ° E longitude and 195.943 m height relative ellipsoid WGS-84. Therefore before running navigation parameters estimation algorithms all data from GPS file and reference trajectory file were transformed to NED.

Common duration of the experiment was about 900 s where at normal conditions inertial navigation system has been corrected every 1 s from GNSS receiver, magnetometer and barometric altimeter, in case of absence of GNSS signals INS functioned in autonomous mode.

Reference trajectory has been calculated using raw measurements from GNSS receiver OEMV-1 and GrafNav/GrafNet high-precision package by Waypoint. This software is usually used in geodesy for data post-processing from navigation receivers and it allows getting highly accurate coordinates both of stationary and moving points. Reference coordinates estimation is performed using relative navigation method where for the estimated coordinates refinement data from navigation receiver with known coordinates are used. Such receiver is usually called the base station. In our case the receiver from the National Aviation University GNSS monitoring experimental complex has been used. Besides reference coordinates and velocities GrafNav/GrafNet package allows getting their quality characteristics (number of satellites, their visibility, geometric delusion of precision factors, signal-to-noise ratio, etc). Reference trajectory coordinates have been provided in text format for their further processing and comparison in Matlab software package. This data file contains time in GPS week seconds, XYZ coordinates and velocities in ECEF.

Estimated by GrafNav/GrafNet package RMS of calculated reference coordinates is shown at fig. 7. As it can be seen from the figure, it didn’t exceed 0.2 m. Values of geometric delusion of precision factors represented at fig. 8 didn’t exceed 2.4. It’s necessary to note as well that during the experiment setup at least 6 satellites have been used for the navigation solution. Received quality characteristics confirm the good conditions for navigation parameters estimation and reference coordinates calculation.
Results. Results of data processing in NED are represented at figures 9-12. A part of static measurements and few first turns of SINS of common duration 200 s are represented at figs. 9-11. Fig. 12 depicts results of all experimental data processing of common duration 900 s.

Time dependences of estimated linear velocities in NED are represented at fig. 9. Here black solid line with dots at measurement points depicts measurements from GPS receiver, and grey solid line – linear velocities estimated by SINS. It can be seen that in a normal mode of SINS functioning these velocities practically coincide, and downward component \( V_{\text{down}} \) estimated by SINS has even more smooth form. It is necessary to note as well that after GPS signal reacquisition SINS corrected its solution according to the new measurement and continued working in a normal mode.

Time dependences of estimated coordinates in NED are represented at fig. 10. Here black solid line with dots depicts GPS receiver measurements, and grey solid line – SINS estimated linear velocities. It can be seen as well that downward component D estimated by SINS is more accurate than the one received from GPS receiver due to additional correction from barometric altimeter.

Time dependences of estimated roll, pitch and yaw angles are represented at fig. 11. Here angles estimated by SINS are depicted by grey color line and angles provided by AHRS IG-500N – by black color line.

Trajectory of equipment motion in a horizontal plane (North, East) is represented at fig. 13. Here the curve of light grey color depicts coordinates from AHRS IG-500N, black line with circles at measurement points – reference coordinates estimated by GrafNav/GrafNet package according the described above method, grey stars – coordinates from GPS receiver, and thin black solid line – SINS estimated coordinates. It can be seen that SINS follows the GPS solution quite accurately. During the experiment there were few gaps of GPS signal with duration up to 5 seconds and SINS functioned in INS autonomous mode. Estimated coordinates during autonomous modes of functioning deviated not more than 2 m, and the direction of rotation had been estimated correctly. After the GPS signal reacquisition SINS corrected its current solution according the received measurements of position and velocity from GPS receiver.
As it can be seen from the represented at figs. 9-12 results INS aiding algorithms work efficiently even at the presence of noise and some systematic error components at the measurements of inertial sensors. But this statement is true only at the constant availability of GPS measurement. In other case position and velocity solution will degrade significantly after approximately 10 s of INS autonomous mode of functioning due to the presence of error components in inertial sensors measurements.

**Conclusions.** At the present work functioning of SINS prototype created in Aerospace Center in National Aviation University had been evaluated through performing an experiment with a circular motion of equipment at a wooden rotational stand. Results received from the data post-processing approve the efficiency of SINS functioning in normal navigation mode.
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This paper analyzes the phenomenon of interference between a character in wireless communication channels. Analysis of OFDM technology using it to fight the phenomenon of interference between symbolic. Disadvantages of the features of cyclic prefix and an algorithm for adaptive changes in cyclic prefix of OFDM-symbols is shown, which allows you to increase the effective OFDM channels bandwidth.

The specific of many distant communication lines (tropospheric, satellite, etc.) is the multipath nature of radio propagation.

The signal at the point of reception is the sum of a large number of elementary signals with different amplitudes and random time delay [1]. Some rays are delayed relative to each other to a considerable size, causing II (intersymbol interference). Depending on the degree of curvature of the shape of the pulse distinguish large (Fig. 1) and small (Fig. 2) between-symbolic obstacles.

The degree of the imposing signals pulse shape curvature depends on the time difference of radio signal propagation in different ways. Usually the distribution time difference across the maximum and minimum tract called multipath time (\(t_{mp}\)). For wireless communication distances distances this value lies in the range of 0.2-0.5 ms. If the pulse duration (\(\tau\)) less than multipath time, then there are big between-symbolic obstacles. If the pulse duration is much greater than multipath time, the between-symbolic interference causes little influence on the reception, because in this case only a small portion of the element is affected by obstacle.

One of the most effective ways to fight with between-symbolic interference is OFDM technology. The main features of the functioning of this technology are given in [2,3]. The peculiarity of this technology is the using of guard intervals (Fig. 3 [8]).
Fig. 3. Using of guard intervals in OFDM symbols

Known methods of OFDM signals forming [4-7] allow for the modulation of signals in modern radio systems: Wi-Fi, Wi-Max, LTE etc.. In these ways to combat the phenomenon of between symbolic interference guard interval of constant duration $T_g$ is used. However, the issue of adaptive changes in the length of the prefix is not considered.

In wireless systems of fourth generation (Wi-Max and LTE) guard interval length can be $1/4$, $1/8$, $1/16$ or $1/32$ times of the OFDM symbol length $T_s$. This duration is determined by the manufacturer and are continuously during the entire period of operation of the system that uses OFDM technology. However, the signal beam can take quite a different way, so much can be late and overlap each other. Multipath time $t_{mp}$ in this case depends on the length of the traversed path of each ray signal separately. Guard interval length $T_g$ must be elected to terms of $T_g > t_{mp}$, but should be as short as possible to increase the effective OFDM channels bandwidth.

It should be noted that the developed methods will not enable you to adaptively change the length of guard interval. It does not allow full use of OFDM channels bandwidth, thus blurred the impact of between-symbolic interference. Therefore, task adaptive changes in the length of cyclic prefix is a lack of resolve, which makes you to adaptively adjust to environmental conditions by changing the cyclic shift length. This will allow more efficient use of channels bandwidth using OFDM signals.

Choosing the length of cyclic prefix from the condition of $T_g > t_{mp}$ (must be greater than the largest spread signal delay) can avoid the mutual influence of adjacent time symbols of neighboring frequencies. The use of cyclic prefix allows you to remove both the ISS and II (as both a prefix and guard interval).

By preventing the occurrence of II and ISS, cyclic prefix is one way to improve noise immunity of communication through the use of temporal redundancy. "Fee" for the benefit, both in terms of energy costs and in terms of loss in information transfer speed is the same and determined one and the same size.

Since, as noted earlier, such as Wi-Max technology possible following the length of cyclic prefix: $T_g = 1/4T$, $1/8T$, $1/16T$, $1/32T$ ($T$ - OFDM symbol duration without cyclic prefix), which causes Impairment data rate $T / (T-T_g)$: 1.33; 1.142; 1.07; 1.032 for each length of cyclic prefix respectively.

In this situation, to prevent significant reduction of data rates over the network it is necessary to choose the optimal length of cyclic prefix for the provision of broadband subscribers the most access to network resources.

As mentioned earlier, radio rays can pass quite different way, could be late. Multipath time in this case depends on the length of the traversed path of each ray signal separately. Length overcome every track radio signals from the formula can be determined by the following formula:

$$d = \frac{P_r \cdot \lambda^2}{4 \cdot \pi \cdot p(d)}$$

(1)

where:

\[3.2.37\]
\[ d \] – radio track length;
\[ p(d) \] – power of signal in the length \( d \);
\[ P_T \] – power of transmitter;
\[ \lambda \] – wave length.

Since on receiving side is available information about the power emitted by the transmitter antenna and the ability to measure the received signal power, you can find some distance from the transmitter to the receiver, which was overcome by each individual beam:

\[
d_i = \frac{P_T \cdot \lambda^2}{4 \cdot \pi \cdot p(d_i)}
\]  

(2)

After that find the minimum and maximum distances \( d \). Finding their differences can determine the largest difference in length of rays of electromagnetic waves. Knowing this information, you can determine multipath time:

\[
t_{mp} = \frac{d_{\text{max}} - d_{\text{min}}}{c},
\]  

(3)

where \( c \) – speed of light in vacuum.

\( d_{\text{min}} \) – minimum radio track length;

\( d_{\text{max}} \) – maximum radio track length;

Thus this simple model to change the of OFDM symbol cyclic prefix length, bringing it closer to the maximum specified in the previous step multipath time.

Based on the developed model can develop an algorithm of adaptive changes of OFDM symbol cyclic prefix, which has the following sequence:

1. Collecting and storing data about the signal power at the input of the receiver;
2. The choice of maximum and minimum signal strength of the input receiving device;
3. Calculation of difference between the largest and smallest facilities rays by the formula (2).
4. Determination of multipath time by the formula (3).
5. Comparison of multipath time with possible values of the length of cyclic prefix and the optimal choice.

For the resulting algorithm may offer the device block diagram for adaptive changes on the OFDM-symbol cyclic prefix length in the formation of OFDM-signals (Fig. 4).

Antenna device

![Diagram](image)

Fig. 4. Device for adaptive changes of the OFDM-symbol cyclic prefix length in the formation of OFDM-signals

Device for adaptive changes of the OFDM-symbol cyclic prefix length in the formation of OFDM-signals contains some kind of antenna device; 1 - received radio signals power meter, and 2 - the storage of received signals power data, 3 - deciding device.

Device for adaptive changes of the OFDM-symbol cyclic prefix length in the formation of OFDM-signals is as follows.

Antenna made useful signal. In adopted radio power meter (1) received signals power is defined. Then information about the measured power delivered to the storage of information about the signal (2) from which data is transmitted in deciding device (3). In deciding the device makes
choice of signals with maximum and minimum power calculation time and multipath selection of the optimal length of cyclic prefix. This value is transmitted to the shaper of OFDM-symbols.

**Conclusion**

In this paper the methods of dealing with interference between a character in the channels of distribution multibeam radio. It describes OFDM technology to combat multipath effects. It has been proposed algorithm, which allows using statistical analysis of data collected on the mobile station power received signals to determine the optimal duration of OFDM symbols cyclic prefix. This allows you to choose the shortest prefix that will provide the maximum effective transmission speed for a given quality. Based on the developed algorithm was proposed block diagram of a device for adaptive changes on the OFDM-symbol cyclic prefix length in the formation of OFDM-signals.
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MODELING OF THE MESH RADIATING STRUCTURE SIMULATING AIRCRAFT AN-158 AND ONBOARD ANTENNA IRI DIUM USING MMANA-GAL BASIC SOFTWARE

Electromagnetic fields and radiation patterns of the phased array antenna on the AN-158 grid model were calculated using the method of moments and MMANA-GAL software.

An operation of any radio and radar systems is connected with an emission and a reception of electromagnetic waves. As an emission and a reception of electromagnetic waves are carried out by antennas it is obvious that an antenna is a critical element of such systems. Modeling of antenna main characteristics is very important and fundamental stage in the development of antenna systems. At the same time building of antenna radiation pattern needs solving a huge amount of combined equations with large dimensions and hence is impossible without using of computers.

For a calculation of electromagnetic fields and corresponding radiation patterns for directional antennas numerical methods of electrodynamics are used, for example, the method of moments [1]. In this method metallic elements of an antenna are replaced by the equivalent surface with electric currents which create an equivalent model of the object mesh. Then it is necessary to obtain electromagnetic fields created by these currents. For this a metallic surface is divided into elementary segments and electric currents within segments form the distribution of currents on the basis of functions with weights [2-3].

MMANA-GAL basic software [4] was used in this work for simulations. As initial data for a grid model were taken geometric dimensions of the aircraft AN-158. Aircraft mesh model with the antenna image location is shown in Fig.1.

![Fig.1. Mesh model of an aircraft with the antenna image location](image-url)
In this work five variants of antenna arrays was simulated: one emitter, a linear array of three emitters, a linear array of five emitters, a linear array of seven emitters and planar antenna array with nine emitters that are shown in Fig. 2. The accuracy of the method of moments is the higher, the smaller a size of elementary segment is. For obtaining an acceptable accuracy the segment size must be taken less than λ/10, where λ – is a wavelength in free space. The number of integral equations equals to the number of elementary segments, and increases with increasing of the object size or with the frequency increasing. Therefore, solving the problem of radio waves scattering on the object using the method of moments requires the solution of integral equations in matrix form of large dimension.

Model calculations were carried out at the frequency of 1600 MHz. This frequency corresponds to the frequency range of low-orbit satellite communication system IRIDIUM. An antenna with the length λ/2 and the horizontal polarization is placed on the fuselage at the distance λ/10 and is oriented along the aircraft axis. MMANA-GAL basic software can provide calculations for 8192 points [4]. In our calculations we took the number of segments 6673 and automatic segmentation of wire grid model into segments of length λ/2. For desktop PC (2-core Pentium 3.0 GHz and 4 GB RAM) a calculation time was 1466.47 seconds.

![Fig. 2. Aircraft mesh model with the image location of linear array and planar antenna](image)

The program interface for linear array calculation consisting of 3 elements is shown in Fig. 3.

![Fig. 3. Program interface for calculation of linear array with three elements](image)

Patterns with horizontal $E_{x\parallel}(\phi)_{\varphi=\varphi_0}$ and $E_{y\parallel}(\theta)_{\phi=\phi_0}$ field components in horizontal XOY and vertical XOZ planes are shown in Table 1.

<table>
<thead>
<tr>
<th>No</th>
<th>F (MHz)</th>
<th>R (Ohm)</th>
<th>pX (Ohm)</th>
<th>SWR 50</th>
<th>Gain dBi</th>
<th>F/B dBi</th>
<th>Elev.</th>
<th>Ground</th>
<th>Add H</th>
<th>Polar</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1600</td>
<td>42.27</td>
<td>-185.8</td>
<td>16.3</td>
<td>6.33</td>
<td>8.48</td>
<td>-30.92</td>
<td>81.1</td>
<td>Free</td>
<td>hor.</td>
</tr>
</tbody>
</table>
Electric-field intensity vector components

<table>
<thead>
<tr>
<th>Electric-field intensity vector components</th>
<th>Airplane linear array</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single oscillator</td>
</tr>
<tr>
<td><img src="image" alt="Electric-field intensity vector components" /></td>
<td><img src="image" alt="Electric-field intensity vector components" /></td>
</tr>
</tbody>
</table>

| $E_{\varphi \lambda}(\varphi)|_{\varphi=90^\circ}$ | XOY plane |  |  |  |
| $E_{\theta \lambda}(\theta)|_{\theta=0^\circ}$ | XOZ plane |  |  |  |

On the Fig. 4 3D patterns for the linear lattice from 7 collinear onboard oscillators are shown.

![3D patterns of onboard linear array from 7 oscillators](image)

Fig. 4. 3D patterns of onboard linear array from 7 oscillators

A model of a planar equidistant antenna array 3x3 with nine λ/2 oscillators and the distances between emitters ends along OX axes λ/10 is shown in Fig. 5 and electric field components are given in Table 2.
<table>
<thead>
<tr>
<th>Electric field intensity components</th>
<th>Planar airplane antenna</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\varphi\Sigma}(\varphi) \mid_{\theta=90^\circ}$</td>
<td><img src="image1" alt="Diagram" /></td>
</tr>
<tr>
<td>$E_{\vartheta\Sigma}(\varphi) \mid_{\theta=90^\circ}$</td>
<td><img src="image2" alt="Diagram" /></td>
</tr>
<tr>
<td>XOY plane</td>
<td><img src="image3" alt="Diagram" /></td>
</tr>
<tr>
<td>$E_{\varphi\Sigma}(\theta) \mid_{\varphi=0^\circ}$</td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>$E_{\vartheta\Sigma}(\theta) \mid_{\varphi=0^\circ}$</td>
<td><img src="image5" alt="Diagram" /></td>
</tr>
<tr>
<td>XOZ plane</td>
<td><img src="image6" alt="Diagram" /></td>
</tr>
</tbody>
</table>

Fig. 5. Model of a planar equidistant antenna array 3x3
Fig. 6. 3D patterns of the flat equidistant onboard antenna array

**Conclusion**

Used technique of grid modeling for complex radiating structures with the help MMANA-GAL basic software allows to get the qualitative characteristics of radiation pattern, such as a pattern form, pattern zeros and maxima location. This technique also allows obtaining quantitative characteristics of the radiation field such as input impedance, active and reactive input impedance, standing wave ratio, antenna gain, etc. In general, the grid method for complex emitting structures simulation can be useful at the stage of experimental design work. When creating new communication systems it significantly reduces the cost and time to full-scale tests. This method is also useful for students, postgraduate students and researchers.
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RESEARCH OF EGNOS RELIABILITY IN KIEV

A research of EGNOS work was conducted with a help of a receiver, working in the mode of receiving differential corrections, to find if EGNOS can be used in Ukraine without building a ground station.

Introduction

EGNOS - European Geostationary Navigation Overlay Service is a system of space functional augmentation type SBAS intended to improve performance of GPS, GLONASS and GALILEO on the territory of Europe.

Starting from October 1 2009, EGNOS Open Service provides signal transmission on a satellite navigation receiver with EGNOS option. EGNOS Safety of Life service has become available from March 2nd 2011. Space signals are used for typical safety-critical operation like APV-1, APV-2 and CAT-1 on the territory of Western Europe.

The goal of this work is experimental estimation of EGNOS system performance quality in Ukraine (Kiev particularly) after it has been declared available. The processing of the experimental data is performed with PEGASUS software.

Setting the goal of the research

The goal of the research consists in receiving of the experimental data from GPS and corrections from geostationary satellites AOR-E, IOR-W and Artemis, which are used in EGNOS.

The received messages are processed by PEGASUS software. Using the results conclusions are made if the characteristics of the navigational system fit to the safety requirements of the aviation users.

The coordinates of the receiving station were measured with 5 cm accuracy and considered as the basic point.

The screen of the receiving station is shown on the Fig. 1.

Fig. 1 Station screen.

At the screen GPS satellites and geostationary 120 and 124 satellites, which transmit the messages with corrections, are seen. GLONASS satellites can also be seen on the picture, but they do not use the EGNOS system and therefore are not considered as the part of experiment.

The main characteristics were researched, such as: accuracy (the deviation of coordinates in horizontal and vertical planes from the coordinates of the basic point), the availability of ionospheric corrections (the piercing points of ionosphere), integrity of data and continuity.
Research results

The research of 12th march 2011 is given as an example as typical result. In order to assess the results general safety requirements for SBAS are presented in table 1.

*Table 1*

## Basic safety requirements for SBAS

<table>
<thead>
<tr>
<th>Typical Operation</th>
<th>Horizontal Accuracy (95%)</th>
<th>Vertical Accuracy (95%)</th>
<th>Integrity</th>
<th>Time-To-Alert (TTA)</th>
<th>Continuity</th>
<th>Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>En-route</td>
<td>3.7 km (2.0 NM)</td>
<td>N/A</td>
<td>1 - 1 × 10^-7/h</td>
<td>5 min</td>
<td>1 - 1 × 10^-4/h to 1 - 1 × 10^-8/h</td>
<td>0.99 to 0.99999</td>
</tr>
<tr>
<td>En-route Terminal</td>
<td>0.74 km (0.4 NM)</td>
<td>N/A</td>
<td>1 - 1 × 10^-7/h</td>
<td>15 s</td>
<td>1 - 1 × 10^-4/h to 1 - 1 × 10^-8/h</td>
<td>0.99 to 0.99999</td>
</tr>
<tr>
<td>Initial approach, Intermediate approach, Non-precision approach (NPA), Departure</td>
<td>220 m (720 ft)</td>
<td>N/A</td>
<td>1 - 1x10^-7/h</td>
<td>10 s</td>
<td>1 - 1x10^-4/h to 1 - 1x10^-8/h</td>
<td>0.99 to 0.99999</td>
</tr>
<tr>
<td>Approach operations with vertical guidance (APV-I)</td>
<td>16 m (52 ft)</td>
<td>20 m (66 ft)</td>
<td>1 - 2 × 10^-7 per approach</td>
<td>10 s</td>
<td>1 - 8 × 10^-6 in any 15 s</td>
<td>0.99 to 0.99999</td>
</tr>
<tr>
<td>Approach operations with vertical guidance (APV-II)</td>
<td>16 m (52 ft)</td>
<td>8 m (26 ft)</td>
<td>1 - 2 × 10^-7 per approach</td>
<td>6 s</td>
<td>1 - 8 × 10^-6 in any 15 s</td>
<td>0.99 to 0.99999</td>
</tr>
<tr>
<td>Category I precision Approach</td>
<td>16 m (52 ft)</td>
<td>6.0 m to 4.0 m (20 ft to 13 ft)</td>
<td>1 - 2 × 10^-7 per approach</td>
<td>6 s</td>
<td>1 - 8 × 10^-6 in any 15 s</td>
<td>0.99 to 0.99999</td>
</tr>
</tbody>
</table>

Accuracy in horizontal plane(fig. 2) is displayed as the deviations on North-South and East-West from the basic point.
The horizontal accuracy of APV-1 category is 1.89 m. Vertical accuracy of APV – 2 is 1.49 m. Both measures were defined from the epochs when APV – 1 was available for normal operation by statistical methods and fit to the requirements for accuracy in table 1.

The map of availability of the atmosphere piercing points is displayed on fig.3. Coordinates of Kiev are 30° 30' east 50° 27' north. Availability for piercing points: 100% for satellites to the west, decreasing to the south and north, rapid fall to 30-40% for satellites to the east.

In order to analyze integrity Stanford plot is used. The measurements which correspond to typical operations of APV-1, APV-2 and CAT-1 for horizontal and vertical planes are shown on fig.4 and fig.5.
Fig. 4. Horisontal Stanford plot

Fig. 5. Vertical Stanford plot
Information about categories is shown in table 2. On the pic 4 and 5 on horizontal axis precision errors are plotted for horizontal (hpe) and vertical (vpe) planes respectfully, on the vertical axes we have alarm limits for horizontal (hpl) and vertical planes (vpl) respectfully. From 20039 valid epochs on pic. 4 11467 epochs are fit for safety critical operations, 5968 epochs exceed the alarm limit of 40 m and 2462 fit only for NPA. From 20039 valid epochs on pic. 5 10366 epochs are fit for APV-1, 5302 for APV-2, no for CAT-1. 1767 epochs exceed the alarm limit of 50 m and 2604 have no precision available.

There was no misleading information in the research so according to table 1, integrity requirements are met.

**Table 2**

<table>
<thead>
<tr>
<th>Typical operation</th>
<th>Time to Alarm</th>
<th>Integrity</th>
<th>Hor. alert limit</th>
<th>Vert. alert limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPA</td>
<td>10 s</td>
<td>1-10^{-7}/h</td>
<td>0.3 NM</td>
<td>N/A</td>
</tr>
<tr>
<td>APV I</td>
<td>10 s</td>
<td>1-2x10^{-7}/app</td>
<td>40.0 m</td>
<td>50 m</td>
</tr>
<tr>
<td>APV II</td>
<td>6 s</td>
<td>1-2x10^{-7}/app</td>
<td>40.0 m</td>
<td>20 m</td>
</tr>
<tr>
<td>CAT I</td>
<td>6 s</td>
<td>1-2x10^{-7}/app</td>
<td>40.0 m</td>
<td>15 - 10 m</td>
</tr>
</tbody>
</table>

The most problematic parameter for Ukraine is continuity which is incredibly bad. The discontinuity events for position solution are listed in table 3. Discontinuity events for APV – 1 are listed in table 4.

Duration – time for which discontinuity lasts.  
Stable period – time which system run from last discontinuity end to the start of current.  

**Table 3**

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Duration, s</th>
<th>stable period, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>579503</td>
<td>105</td>
<td>1942</td>
</tr>
<tr>
<td>579766</td>
<td>53</td>
<td>158</td>
</tr>
<tr>
<td>584309</td>
<td>168</td>
<td>4490</td>
</tr>
<tr>
<td>587212</td>
<td>320</td>
<td>2735</td>
</tr>
<tr>
<td>591536</td>
<td>1286</td>
<td>4004</td>
</tr>
<tr>
<td>595953</td>
<td>1</td>
<td>3131</td>
</tr>
<tr>
<td>595955</td>
<td>66</td>
<td>1</td>
</tr>
<tr>
<td>596349</td>
<td>160</td>
<td>328</td>
</tr>
<tr>
<td>Epoch</td>
<td>Duration, s</td>
<td>stable period, s</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
<td>------------------</td>
</tr>
<tr>
<td>579503</td>
<td>105</td>
<td>1942</td>
</tr>
<tr>
<td>579766</td>
<td>213</td>
<td>158</td>
</tr>
<tr>
<td>581263</td>
<td>800</td>
<td>1284</td>
</tr>
<tr>
<td>584309</td>
<td>457</td>
<td>2246</td>
</tr>
<tr>
<td>585341</td>
<td>1424</td>
<td>1</td>
</tr>
<tr>
<td>587212</td>
<td>320</td>
<td>447</td>
</tr>
<tr>
<td>591536</td>
<td>1963</td>
<td>4004</td>
</tr>
<tr>
<td>593623</td>
<td>165</td>
<td>3</td>
</tr>
<tr>
<td>593793</td>
<td>152</td>
<td>1</td>
</tr>
<tr>
<td>594406</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>594738</td>
<td>324</td>
<td>320</td>
</tr>
</tbody>
</table>

The low continuity highly influences the overall availability of EGNOS in Ukraine. In the research APV-1 is available only 57.223% and APV-2 – only 26.458% which makes a substantial difference from the standards listed in table 1.

**Conclusions**

The results state the weak signal quality of EGNOS in Kiev, so that it can not be used for any safety critical operations until a RIMS station is placed.
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POSITION DETECTION BY ANGULAR METHOD IN AIR NAVIGATION

The aircraft position detection by angular method has been represented. The VOR/VOR positioning method has been discussed. As a result, errors of angular method in air navigation has been determined.

Introduction

An aircraft position detection is a very important task of navigation. Safety of fly directly depends on it. Nowadays positioning of aircraft is grounded on satellite navigation such as GPS and GLONAS. Satellite navigation is the most accurate method of navigation which is available for airspace operators, but in some cases it will be not suitable to use. In this case some other methods will be suitable to use. Inertial navigation will help here but not so long. Inertial navigation system could not provide good accuracy during the whole time-flight it will be result of multiplied errors. As a result INS will be good during the short time when the primary navigation system (GPS) can’t provide position. In this way it is possible to use angular or distances methods of navigation on board of airplane.

Radio navigation aid systems consist of ground radio beacons around the whole ground area and on-board equipment. It is possible to use information from radio navigation aid systems to determine position of aircraft. It is possible to use ground radio beacon such as Non-directional beacon (NDB), VHF omnidirectional range (VOR), Doppler VHF omnidirectional range (DVOR), Tactical Air Navigation (TACAN), Distance Measuring Equipment (DME) with relative on-board equipment for positioning [1,3]. Navigation aids comprise air navigation net which is a big part of air navigation chart.

Position determination

Functional principle of different radio navigation aids is different but all of this systems provide angular information or distances which are possible to mix to have coordinates of aircraft. For example VOR on-board equipment provides the angle (bearing) to the ground VOR station. By bearing from two different VOR ground station with the help of station coordinates will be possible determine position of aircraft.

Each modern airplane has to be equipped with Flight management system(FMS). It is a kind of computer system which can tune on-board radios such as automatic directional finder (ADF), VOR and DME. Inside of FMS memory has been held the latest air navigation data base which contains electronic air navigation chart, airports data, navigation aids data, airways and other navigation information. During the flight FMS is looking on the flight-planned trajectory and tuning ADF and VOR equipment when it will be necessary. As a result pilot always can see bearing to the next navigation aid ground station. By special functionality FMS can determine aircraft location by bearings from two near radio beacons. It is useful in case of very valuable GNSS errors or failures of GNSS equipment. FMS can use bearings to two VOR ground stations or other ADF angular information with ground station location from on-board air navigation data base to determine aircraft location (fig. 1). Then the aircraft position will be used like a primary data for inertial navigation system.

Angular method of navigation is not so suitable, because the position errors are valuable. By value of error it is possible to classify the determination methods in the following way:

1. GNSS;
2. INS;
3. DME/DME;
4. VOR/DME;
5. VOR/VOR.

3.2.51
Angular method or Angle of arrival positioning method estimates object position by angles of radio signal arrival. Usually it is the angle between the propagation direction of an incident wave and some reference direction (for example North direction), which is called bearing. Bearing, defined as a fixed direction against which the angle of arrivals are measured, is represented in degrees in a clockwise direction from the North. When the orientation is 0 or pointing to the North, the angle of arrival is absolute, otherwise, relative.

As result it is possible to calculate aircraft position \((X, Y)\) by coordinates of radio signal sources (radio beacons) \(x_i\) and \(y_i\) and angles \(A_i\). In this case will be discussed multiangular approach. Two angles will be particular case.

To find position it is necessary to solve system of equation[2]:

\[
X-x_i=(Y-y_i)\tan(A_i). 
\]

In matrix form we will have

\[
AC^T=B, 
\]

where

\[
A_i=[1 \ -\tan(A_i)],
\]

\[
C=[X \ Y],
\]

\[
B=[x_i-\tan(A_i)].
\]

The estimated coordinates of the aircraft can be calculated as:

\[
C=[(A^T A)^{-1} A^T B]^T. 
\]

Accuracy of this positioning method depends on angle determination system and geometry of ground stations.

Typical ADF equipment has errors not more than 10° because influence of electrical interference, twilight/night effect, terrain and coastal effects and attitude effects. Standard VOR systems are more accurate than ADF but are still subject to errors at the ground station, bending distortion of signals caused by terrain effect and avionics errors. The aggregation of all errors is very unlikely to exceed 5°.
Positioning error by angular method will be combined by angles determination error. As a result positioning error represented by area of dash figure on fig.2. The value of error is directly connected with geometry of VOR ground station location.

![Fig. 2. Error of angular method](image)

**Conclusion**

Angular method is possible to use in air navigation but in case when we can not use GNSS. As a result VOR bearing is more accurate than ADF, but positioning with angular method mixes errors that increases the resultant errors. Errors depend on geometry of ground station location.

**References**


GRNα: A CONTRIBUTION TO GENERAL REGRESSION NEURAL NETWORK FOR ESTIMATING TARGET POSITION

Summary

In this study, we propose an intuitive way for General Regression Neural Network (GRNN) and call it as GRNα, to estimate the target position in the target tracking problem. In the literature GRNN has only been utilized for estimating the velocity of targets. However, estimation of the target position is also required in many applications. We compare the simulation results of the GRNα to the well known Kalman Filter.

INTRODUCTION

Target tracking has been performed in a wide variety of applications from military to civilian surveillance systems, especially in Airport Surveillance Radar (ASR) systems. ASR is used to detect and display the position of flying targets at the vicinity of the airport. Estimation of the correct target position and movement from noisy measurement data is one of the most important tasks of the ASR system, which we focused on this work. This task is conducted as a part of the project (KUSRAD) Bird Avoidance Radar in which the vertical and the horizontal radars are integrated. The study represented in this paper employed the simulated track data in compliance with FRUNO Marine Radar FAR that is used for horizontal radar in the project.

The Kalman filter is the most commonly used estimation tool for engineering problems from many disciplines [1]. In the literature, General Regression Neural Network (GRNN) which is proposed for regression [2] is also used for estimating the velocity of the target [3]. In this work, we put forward an intuitive way to estimate the position of the target correctly and compared it with the Standard Kalman Filter by simulating two typical scenarios.

METHODOLOGIES

Kalman Filtering

The Kalman filter uses state vector, the dynamical model and measurement model which are described below. The operations are performed in two steps: prediction and correction, and repeated for each time step recursively. Consider the system dynamics are assumed to be described by the following equations:

\[
X_{k+1} = FX_k + GW_k \\
Z_k = HX_k + V_k
\]

where \(X_k\) denotes state vector in sample \(k\), \(F\) and \(G\) are state transition and disturbance transition matrices, respectively, and \(W_k\) is the unknown zero-mean Gaussian process noise with assumed known covariance \(Q\). In noisy environment, measurements \((Z)\) are assumed to be a linear combination of system state variables and they are disturbed by some noise. \(H\) is the measurement matrix and \(V_k\) is zero-mean Gaussian measurement noise with assumed known covariance \(R\). The process and measurement noise are assumed to be independent of each other. All these vectors and matrices are given below for only one direction, without the loss of generality.

\[
X = [x \; \dot{x} \; \ddot{x}]^T \quad F = \begin{bmatrix} 1 & dt & dt^2/2 \\ 0 & 1 & dt \\ 0 & 0 & 1 \end{bmatrix} \quad G = \begin{bmatrix} dt^2/2 & 0 & 0 \\ dt & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix}
\]
The prediction phase uses *time update* equation:

\[ X_{k+1}^- = F_k X_k \]
\[ P_{k+1}^- = F_k P_k F_k^T + Q_k \]

Here, \( X_{k+1}^- \) is the prior estimate, i.e., estimation before correction using measurement update equations. Similarly, \( P_{k+1}^- \) represents prior error covariance

\[ P_{k+1}^- = E[(X_{k+1} - X_{k+1}^-)(X_{k+1} - X_{k+1}^-)^T] \]

The correction phase uses *measurement update* equations:

\[ K_{k+1} = P_{k+1}^- H^T (HP_{k+1}^- H^T + R)^{-1} \]
\[ X_{k+1} = X_{k+1}^- + K_{k+1} (Z_k - H X_{k+1}^-) \]
\[ P_{k+1} = (I - K_{k+1}H) P_{k+1}^- \]

Here \( K \) is the Kalman gain matrix and \( X_{k+1} \) is the estimated state vector for step \( k+1 \). \( P_{k+1} \) and \( X_{k+1} \) are stored to be used for the next step.

**General Regression Neural Network**

The GRNN is a kernel regression methodology [2], contrary to statistical regression methods, just the sampled data are sufficient; i.e. assumptions regarding the relation between dependent and independent variables are not required.

![Figure 1 Structure of GRNN](image)

The GRNN has been also used for solving target tracking problem in marine radars for almost fifteen years [3]. In these applications, the number of pattern layer neurons is determined by the teaching sequence which is a moving window formed by sequential target velocity components in axis x and y. The estimated velocity components are calculated as in the following. In the rest of the paper, the equations will be given only in axis x for the simplicity’s sake.
\[ V_{xi} = \sum_{i=1}^{N} v_{xi| t_i} \exp \left( -\frac{\|\epsilon - t_i\|^2}{2\sigma^2} \right) \]

\[ \sum_{i=1}^{N} \exp \left( -\frac{\|\epsilon - t_i\|^2}{2\sigma^2} \right) \]

Here, \( V_{xi| t_i} \) represents \( i^{th} \) component of the estimated velocity vector, \( v_{xi| t_i} \) is \( i^{th} \) component of the measured velocity vector, \( \sigma \) is smoothing factor of Gaussian kernel functions and \( t \) stands for time.

In our project, KUSRAD, estimating the position of the target is required. To the best of our knowledge, GRNN was not exploited for estimating the target position. Before applying the measured position data to the GRNN, we obtained the instantaneous velocity of the target using the following simple equation.

\[ V_{xm}(k) = (X_m(k) - X_m(k-1))/dt \]

\( dt \) is the scan-time of the radar.

The velocity values were normalized to 1 and entered to the GRNN filter. After the estimation process completed for one step, the output value was denormalized, in order to compare with ground truth velocity. When the same simple equation is used to calculate the estimated position as,

\[ X_{est}(k) = dt \times V_{xest} + X_{est}(k-1), \]

the estimation error of the position positively self feedbacked, especially during maneuver. If the measured position \( X_m(k-1) \), is used instead of \( X_{est}(k-1) \), the effect of noise was always maintained. So we proposed an intuitive way to the problem of estimating the target position in this study. Since there is no knowledge about ground truth and we just have the noisy measurements, we considered a fraction of the difference between measurement and estimation. We defined an additional step, and added a corrective term as follows:

\[ \hat{X}_{est}(k) = X_{est}(k-1) + V_{est}(k) \times dt \]

\[ X_{est}(k) = \hat{X}_{est}(k) + \alpha(X_m(k) - \hat{X}_{est}(k)) \]

We called \( \alpha \) as the correction rate, takes a value between 0 and 1. We also called the algorithm as GRNN\( \alpha \).

**SIMULATION RESULTS**

**Simulation Environment**

The target trajectory data is generated in two dimensions (x-y plane) using Matlab. Measurement noise is randomly calculated in polar coordinates, converted to the Cartesian coordinated and then added to the ground truth. The standard deviation of the noise is determined using Fruno radar's resolution cell dimensions on range and bearing, adaptively at each scan time rather than using a constant variance during the whole trajectory. Thus the increase in ambiguity of target’s position due to the distance of the target from the radar location can be modeled in a more realistic way compared to just adding Gaussian noise with constant variance. Variance of range \( (\sigma_r) \) and variance of bearing \( (\sigma_\theta) \) are given as follows where \( \Delta R \) is the size of range bin, \( \Delta\theta \) is the size of bearing bin, SNR is signal to noise ratio. Assuming a uniform distribution in a radar cell, the range and bearing measurement standard deviations are calculated as in [4]:

\[ \sigma_r = \frac{\Delta R}{\sqrt{\text{SNR}}} + \frac{\Delta R}{2} \]

\[ \sigma_\theta = \frac{\Delta\theta}{\sqrt{\text{SNR}}} + \frac{360}{\text{pulse count per scan}} \]

Measurement noise covariance matrix is formed as follows:

\[ R_{r\theta} = \begin{bmatrix} \sigma_r^2 & 0 \\ 0 & \sigma_\theta^2 \end{bmatrix} \]

Second term in the standard deviation equation of bearing above is known as encoder accuracy, which defines the ratio of total radar scan angular coverage to the number of pulses transmitted per scan (which is taken as 1440). SNR is 13 dB, \( \Delta R \) as 15m, \( \Delta\theta \) as 1.8°, \( dt \) as 1. These
values are converted to the Cartesian coordinates using the de-biasing equations as in [5]. For each measurement a different covariance matrix at each radar scan time is calculated. The generated noise is added to the ground truth in order to obtain noisy measurement to be applied to estimation filters.

Scenario – I: In the 1st scenario, at scan 50, it starts to make a maneuver in y axis with an acceleration of 5 m/s² for a period of 10 radar scans. Once the maneuver is completed, it moves with constant velocity to the end of the trajectory as shown in Figure 2.

Scenario – II: In the 2nd scenario, after 50 scans, the target makes a coordinated turn with a radius of 500 m for a period of 30 scans. Once the maneuver is completed, it again moves with constant velocity until the start of second maneuver which takes place between scan 124 and scan 167 with a radius of 750 m. After the 2nd maneuver is completed, the target moves with the same velocity to the end of the trajectory as shown in Figure 3.

Estimation Performance Results

In order to evaluate the performance of the algorithms two criteria were used: Averaged Normalized Position Error (A.N.P.E.) and computational cost. Normalized Position Error defines the ratio of the root mean square of combined position estimation error (P.E.E.) to the root mean square of the combined measurement error (P.M.E.) [6] and A. N. P. E = \frac{1}{T} \Sigma_{i=1}^{T} N. P. E.

\[
N. P. E. (t) = \frac{P. E. E. (t)}{P. M. E. (t)} = \sqrt{\frac{\Sigma_{t=1}^{T}(x_{est}(t) - x_{gt}(t))^2 + (y_{est}(t) - y_{gt}(t))^2}{\Sigma_{t=1}^{T}(x_m(t) - x_{gt}(t))^2 + (y_m(t) - y_{gt}(t))^2}}
\]

The parameter values of the used algorithms empirically determined. Accordingly, the teaching sequence was taken as 8, smoothing factor as 10 and \( \alpha \) as 0.3 for GRNN and the process noise for KF as 0.1. The scores are given in Table 1.
Table 1. The results of performance assessment

<table>
<thead>
<tr>
<th>Scenario</th>
<th>KF</th>
<th>GRNN</th>
<th>GRNNα</th>
</tr>
</thead>
<tbody>
<tr>
<td>-I</td>
<td>0.64</td>
<td>6</td>
<td>0.58</td>
</tr>
<tr>
<td>-II</td>
<td>0.59</td>
<td>3.5</td>
<td>0.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario</th>
<th>KF</th>
<th>GRNN</th>
<th>GRNNα</th>
</tr>
</thead>
<tbody>
<tr>
<td>-I</td>
<td>17</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>-II</td>
<td>23</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

a) A.N.P.E  

In the Table 1, the scores in the column of GRNN indicate the performance for α as 0, i.e. the contribution of corrective term was excluded. In the column of GRNNα, the scores present the effect of corrective term. The computational cost is also considered as the 2nd evaluation metric. In terms of computational cost, GRNN approaches are found to outperform the Kalman filter.

CONCLUSIONS

In this study, computer simulation is used to compare the estimation filters in terms of average normalized position error and computational cost. As the Table 1 shows, the corrective term makes the result of GRNNα at least as satisfactory as the result of KF in terms of A.N.P.E. Additionally, computational cost of GRNNα is much better than the KF. As a future work, we plan to use different α values through the target course, especially during maneuver.
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MONITORING AND CONTROL TECHNICAL MEANS USED IN AIRPORT INFRASTRUCTURE BASED ON GNSS

This article discusses the principles of construction of a centralized monitoring and control of technical equipment used in airport infrastructure based on GNSS what is responsible for monitoring and controlling the flow of fuel and lubricants by terrestrial means.

Introduction

Today, the development of science knowledge in areas such as computer science, radio navigation, electronics, photogrammetry, geodesy, cartography allows you to create a closed system of monitoring and control facilities (hereinafter - SMCF). To create SMCF across the land requires considerable expenditure of money and time resources, but the growth of world economy and the industry can make this system available for use in the scale of individual airports today. The concept of introducing SMCF designated documents ICAO [1]. Introduction SMCF will significantly reduce the risks specified in [2] (chapter 18, paragraph 18.1.4 subparagraphs: a, d, f-q). Consider the fundamental structure and purpose, which are solved by SMCF:

1. Composition of SMCF:
   - a navigation equipment [3], mounted on each movable component of system;
   - a database describing the objects in the system, a set of constraints, rules, priorities;
   - a three-dimensional map of the airport, which includes at least:
     - layer Road with a count;
     - layer of buildings;
     - layer of Wildlife;
     - terrain layer;
   - center of automatic decision to create a set of rules and restrictions of movement of objects in real time;
   - a system of visual aids and blocking access;
   - the server for exchange of information;
   - control center;
   - a system of self-control and validation;
   - reserve system.

2. Objectives of SMCF:
   - ensuring safe interaction between objects in the vicinity of the airport in real time;
   - construction traffic routing of all objects in general, and each object separately in real time;
   - control over the use of technical means (hereinafter - TM) at the airport;
   - Monitor the use of the TM to the airport;
   - conduction of analytical studies to improve the airport infrastructure, improve safety;
   - cost savings due to optimal routing, logistics execution rules;
   - reducing the human factor in traffic management in the area of the airport.

SMCF stages of implementation for the purposes of checking the flow lubricants TM

Due to the lack of legislative basis in Ukraine based on the use of SMCF onGNSS. Its implementation requires some preparation, which consists of several stages:

1. Creating a database with a description of the TM system, which must contain at least:
a unique identifier for each TM (such an identifier can be obtained as follows: if there is a public TM shall be based on numbers it had in his absence - this number ceases unique inventory number to the company (can be changed over time);
  - the mark of TM;
  - model of TM;
    - modification of the TM (can be changed over the time);
    - the amount of motor TM (can be changed over the time);
    - the type of fuel used;(can be changed over the time);
    - securing additional equipment (can be changed over the time);
  - the charging person and its data (can be changed over the time).

2. Measurements of rates of consumption of fuels and lubricants (FAL), each individual type of equipment, (it should be understood under the guise of a combination of different combinations of make, model, modification of the motor TM).

3. Creating a unified scheme of calculation consumption rates TM based on individual vehicle [4], [5], [6].

4. Create a single database storing information on the work performed TM (mileage, used motor-hours worked moto-hours of additional equipment, other features of TM).

5. Monitoring daily delivery vehicle traffic logs.

6. Develop mechanisms for comparing the SMCF and information from a single database trip tickets.

7. Installing SMCF all vehicles involved in the system.

8. Daily monitoring of vehicle use on the basis of the mechanism referred to in paragraph 7.

9. The permanent development and improvement of the mechanism referred to in paragraph 7 on the basis of information obtained during the operation.

10. Implementation of logistics software to optimize TM routing involved in the system.

11. Control definition functional responsibilities of all objects with respect to the planned work of analysis differences.

12. A comparison between the planned logistics data and actual TM systems and SMCF (Fig. 1).

The experimental results

The introduction of elements of the SMCF at 35 enterprises of Ukraine for 1405 TM has allowed assess of the effectiveness of such a system:

- an introduction to the work items 1-6 allows you to save up to 10% of the total fuel used by TM;
- introduction to paragraphs 7-10 allows you to save up to 50% on the amount of fuel used by a separate TM and up to 25% of the total FAL used by the TM. For some the size of the TM fuel economy by 100% - was prevented use of a dummy TM.
- an introduction to the work saving of paragraphs points 12-11 to 7% of the total fuel used by TM;
- introduction to paragraph 13 allows the monitoring, evaluation, control of the TM. Using this scheme allows for a total of up to 42% fuel savings and more on the use of the entire fleet.
Analysis of experimental results, conclusions

Introduction of SMCF can take a new level in the management of fleet TM. Among the reasons identified by us as a result of the experiment, the main ones are: dishonesty, irresponsibility of employees responsible for the work of the TM. It is important to note that the experiment was carried out on workers with different levels of wages and different corporate cultures, it was found that the above does not affect the pattern of behavior of employees. Payback system is highly dependent on the total number of operations performed by fleet vehicle, the scheduling algorithm works TM algorithm comparisons, the model revealed damage compensation. In general, the payback period can range from several days to several months.
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RESULTS OF COMPLEX PROCESSING GPS AND GLONASS DATA IN CASE OF RESTRICTED VISIBILITY OF NAVIGATION SATELLITES

This paper describes result of complex processing navigation data simultaneously received from GPS and GLONASS satellites. The issue of study is accuracy of coordinate calculations in case of limited number of visible satellites both systems. The conclusions about benefits of complex processing GPS and GLONASS navigation data are considered.

Introduction

The diversity and redundancy provided by multiple, independent, compatible and in some respects, interoperable GNSS such as GPS and GLONASS provide a lot of gain. There are scientific and practice interest in the research of positioning accuracy in case of complex processing navigation data received from satellites of both systems. The implementation of complex GNSS data processing is most important in situation of limited visibility of sky due to local obstacles. In some restricted conditions (fig. 1) combinations of visible satellites makes impossible determination of coordinates with the help of data from only one system.

For example, when visible only 3 GPS satellites and 2 GLONASS neither GPS nor GLONASS single-system receiver enable to determine own position. Receivers switch to mode of satellite searching and user cannot obtain renewed instant information about coordinates and velocity. Such situation is very dangerous for aviation and full of troubles for many over clusters of users. The lost of satellites signals in onboard GNSS receiver may take place during aircraft maneuvering in the terminal area. It is possible when own wing overshadows GNSS antenna placed over pilot cockpit. As a result crew may have difficult with correct estimation of flight altitude immediately after the turn.

Car drivers travelling at the mountain roads could lose satellite signal due to natural obstacles such as mountain peaks. Car navigator during some time wouldn’t be able to calculate new coordinates and in its train the driver that uses electronic map would be misinformed about precise location at the road. Also if number of visible satellites from one system is equal or bigger than 4 but less than 6-7 it results in low level of positioning accuracy. Possible solution of this problem is adding data from other navigation system. For example, we can use as additional sources of range data satellites from other satellite navigation system (GPS as additional for GLONASS, or GLONASS as additional for GPS).

Simulation and its results

The aim of research is estimation of positioning accuracy obtained after complex processing GPS and GLONASS data in case of restricted visibility of navigation satellites. It means that total number of satellites should be 5-6. For purposes of simulation such conditions could be achieved with the help of receiver ProPack-V3 software.
There is a built-in command LOCKOUT that allows exclude any satellite from visible constellation.

Fig. 2 shows the general algorithm of research. It combines facility for receiving real navigation data from visible GPS and GLONASS satellites and developed software for complex processing available navigation data and computing position. Obtained results are compared with known coordinates of receiver location for determination of instant accuracy.

Features of complex processing data from two satellite systems impose follow limitations for satellite combinations:
- each system should be provided with minimum 2 satellites;
- minimal total number of both system satellites is equal 5.

So follow combinations of GPS and GLONASS satellites were simulated and researched: 3+2 (fig. 3), 2+3 (fig. 4), 3+3 (fig. 5), 4+2 (fig. 6) and 2+4 (fig. 7).
Table 1 contains results of mathematical processing obtained data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Accuracy of positioning for satellite combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3+2</td>
</tr>
<tr>
<td>Max error, m</td>
<td>2.767</td>
</tr>
<tr>
<td>Min. error, m</td>
<td>-7.004</td>
</tr>
<tr>
<td>Expected value of error, m</td>
<td>-1.366</td>
</tr>
<tr>
<td>Variance, m²</td>
<td>2.955</td>
</tr>
<tr>
<td>Standard deviation, m</td>
<td>1.719</td>
</tr>
</tbody>
</table>

Analysis of the results shows that maximal value of positioning error was 20 m, the expected value of coordinate error in the experiments did not exceed 10. The average value of standard deviation was less than 2 m, which suggests that a 95% deviation in determining the location does not exceed a value of 3 m, and 99% - 3.7 m maximum deviation of 4.8 m occurred configuration 2GPS +3 GLONASS.

Conclusions

Complex processing navigation data from GPS and GLONASS satellites allowed to calculate coordinates of user with medium level of errors. This result was obtained for simulated conditions of restricted visibility of navigation satellites than the maximal number of both system satellites was 6. It proved the advantage of complex processing navigation data – the possibility to calculate coordinates than single-system receiver (GPS or GLONASS) enable to perform this task due to low number of visible satellites.
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COMPARATIVE ASSESSMENT OF ACCURACY OF DISTANCE-MEASURING RADIONAVIGATION SYSTEMS DATA PROCESSING ALGORITHMS

The influence of the different methods of linearization on the accuracy of trajectory estimation at synthesis the algorithms of optimal one-step processing the data of two-positioned distance-measuring radionavigation system is investigated.

Problem statement. Flight safety substantially depends on the true and precise estimation of the aircraft flight trajectory parameters. To determine the coordinates of the moving object the radio navigation surveillance systems are widely used. For processing the data of such surveillance systems, methods and algorithms of optimal trajectory parameters estimation are used with application of the statistical estimation theory. Application of any method requires mathematical description of the process dynamics, which parameters are estimated, and description of relationship between the measured data and the trajectory parameters to be estimated. The principal issue is the choice of the coordinate system for providing solution of the problem with required accuracy, obviousness of represented information about location of aircraft relative to the flight route, derivation the simplest mathematical expressions, minimization of the calculation time, etc.

Primary measurements of the surveillance systems used in the air traffic control systems are functionally connected with the estimated trajectory parameters in a rectangular coordinate system via non-linear expressions. Therefore the mathematical problem statement is in its nature a non-linear one.

As a rule, in real control systems the linear methods of statistical trajectory estimation are used that are both well developed and economic in respect of calculations [1–2]. To use these estimation methods the different methods of linearization are applied [3–5].

In this work, different methods of synthesis of optimal trajectory parameters estimation algorithms are proposed in case of one-step data processing of two-position distance-measuring radio navigation surveillance system, and the effect of different methods of linearization applied for synthesis of these algorithms on the accuracy of trajectory estimation is examined.

Mathematical statement. Conventionally, the mathematical statement of trajectory parameters estimation involves mathematical description of the process to be estimated in general form:

\[ \dot{X}(t) = f(X(t), U(t), W(t), t), \]  

(1)

where \( X \) – state vector; \( U \) – control signals vector; \( W \) – disturbances vector, and the equation establishing the relationship between the estimated \( X \) and measured \( Z \) parameters:

\[ Z(t) = h(X(t), V(t), t), \]  

(2)

where \( V \) – vector of random measurement errors.

For application of linear discrete methods of optimal assessment, the estimated process equation (1) and the measurement equation (2) must be represented in linear form:

\[ X(t_i) = \Phi X(t_{i-1}) + BU(t_{i-1}) + GW(t_{i-1}), \]  

(3)

\[ Z(t_i) = HX(t_i) + V(t_i), \]  

(4)

where \( \Phi \) is the state transition matrix.

For the purposes of aircraft tracking procedure the aircraft movement is described in a rectangular coordinate system. Also it is taking into account the fact that, as a rule, excessive detail of description results in unreasonable complication of the estimation algorithm and problems in its realization. Let us note that in the greater part of their route the aircraft fly in a straight line with constant speed. Taking into account all the above, the model of aircraft movement (3) will take the following form:

\[ X(t_i) = \Phi X(t_{i-1}), \]  

(5)
where  \( X = [x, y, V_x, V_y]^T \);  \( V_x, V_y \) are the speed components at corresponding coordinates.

The state transition matrix for (5) under assumed conditions is as follows:

\[
\Phi = \begin{bmatrix}
1 & 0 & T & 0 \\
0 & 1 & 0 & T \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
\]

where  \( T = t_i - t_{i-1} \) is the quantization interval assumed to equal the period of data receiving.

This work deals with aircraft trajectory estimation using the data of two-position surveillance system consisting of two distance-measuring radio navigation stations located at the distance of  \( d \) between them, each of which measures the distances  \( r_1 \) and  \( r_2 \) to the aircraft (Fig.1).

The task is to analyze different mathematical description of the relationship between the measurements and the components of the estimated state vector of flight process with subsequent linearization, as well as to examine the effect of linearization on the accuracy of trajectory estimation.

**First method of linearization.** The first method is used for synthesizing the algorithm of optimal estimation of the parameters of trajectory in a rectangular coordinate system under the condition that preliminarily the measured distances were recalculated to a rectangular system. In such a case the functional relationships between the measured distance  \( r_1, r_2 \) and the coordinates of the aircraft location in a rectangular  \( x, y \) coordinate are written in the form of non-linear functions, namely:

\[
x = f_1(r_1, r_2) = \frac{r_1^2 - r_2^2 + d^2}{2d}, \quad (7)
\]

\[
y = f_2(r_1, r_2) = \frac{1}{2d} \left[ 2r_1^2d^2 - r_1^4 + 2r_1^2r_2^2 - r_2^4 + 2r_2^2d^2 - d^4 \right] \frac{1}{2} = \frac{1}{2d} \sqrt{A}. \quad (8)
\]

Let us find the linearized surveillance equation in the form of (4). Let us represent the measurement recalculated into a rectangular coordinate system in the form of

\[
x^*(i) = x(i) + v_x(i), \quad (9)
\]

\[
y^*(i) = y(i) + v_y(i), \quad (10)
\]

where  \( v_x, v_y \) are the random errors of evaluation of the corresponding rectangular coordinates.

Let us define  \( Z = [x^*, y^*]^T \) – the vector of distance measurement recalculated into a rectangular coordinate system, and  \( V = [v_x, v_y]^T \) – the vector of errors of evaluation of the corresponding rectangular coordinates. Then the model of measurements will be written in the state space in a linear form (4), where  \( H \) is the observation matrix with the following structure

\[
H = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}.
\]

Let us find the statistical characteristics of the linearized model of measurements (9), (10). Linearization of the expression (7) yields the expression of the error  \( v_x \):

\[
v_x = \Delta x = \frac{\partial f_1}{\partial r_1} \Delta r_1 + \frac{\partial f_1}{\partial r_2} \Delta r_2,
\]

where  \( \Delta r_1 = v_{r_1} \);  \( \Delta r_2 = v_{r_2} \) are the errors of distance-measuring systems;  \( \frac{\partial f_1}{\partial r_1} = \frac{r_1}{d} \);  \( \frac{\partial f_1}{\partial r_2} = -\frac{r_2}{d} \).

Similarly, for the error  \( v_y \) after linearization of the expression (8) we get:

\[
v_y = \Delta y = \frac{\partial f_2}{\partial r_1} \Delta r_1 + \frac{\partial f_2}{\partial r_2} \Delta r_2,
\]

where  \( \frac{\partial f_2}{\partial r_1} = \frac{1}{d\sqrt{A}} \left( d^2r_1 - r_1^3 + r_1^3r_2^2 \right) \),  \( \frac{\partial f_2}{\partial r_2} = \frac{1}{d\sqrt{A}} \left( d^2r_2 - r_2^3 + r_1^3r_2 \right) \).
On the basis of the obtained expressions (12), (13) the variance of errors of evaluation of rectangular coordinates can be defined. For the \( x \) coordinate:

\[
\sigma_x^2 = M \{ v_x^2 \} = \left( \frac{\partial f_1}{\partial r_1^2} \right)^2 \sigma_{r_1}^2 + \left( \frac{\partial f_1}{\partial r_2^2} \right)^2 \sigma_{r_2}^2 = \frac{1}{d^2} (r_1^2 \sigma_{r_1}^2 + r_2^2 \sigma_{r_2}^2). \tag{14}
\]

For the \( y \) coordinate:

\[
\sigma_y^2 = M \{ v_y^2 \} = \left( \frac{\partial f_2}{\partial r_1^2} \right)^2 \sigma_{r_1}^2 + \left( \frac{\partial f_2}{\partial r_2^2} \right)^2 \sigma_{r_2}^2 = \frac{1}{d^2} \left[ (d^2 r_1 - r_1^3 + r_2^2) \sigma_{r_1}^2 + (d^2 r_2 - r_1^3 + r_2^2) \sigma_{r_2}^2 \right]. \tag{15}
\]

The mutual correlation of the errors \( v_x \) and \( v_y \) is:

\[
\sigma_{xy}^2 = M \{ v_x v_y \} = \frac{\partial f_1}{\partial r_1} \frac{\partial f_2}{\partial r_2} \sigma_{r_1}^2 + \frac{\partial f_2}{\partial r_1} \frac{\partial f_1}{\partial r_2} \sigma_{r_2}^2. \tag{16}
\]

So, statistical characteristics (14)-(16) of the measurements recalculated into rectangular coordinate are defined by the matrix

\[
\mathbf{R} = \begin{bmatrix} \sigma_{r_1}^2 & \sigma_{r_2}^2 \\ \sigma_{r_1}^2 & \sigma_{r_2}^2 \end{bmatrix}, \tag{17}
\]

where \( \sigma_{r_1} = \sigma_{x}, \ r_{22} = \sigma_{y}, \ r_{11} = \sigma_{r_1}^2, \ r_{21} = \sigma_{xy}^2. \)

**Second method of linearization.** Under another method, the mathematical model of distance measurements \( r_1, r_2 \) is written as a system of non-linear functions of state vector components in a rectangular coordinate system: \( r_1 = h_1(x, y), \ r_2 = h_2(x, y). \) It is assumed that the errors \( v_{r_1}, v_{r_2} \) of distance measurement are additive random values of the "white noise" type

\[
r_1^* = h_1(x, y) + v_{r_1}, \quad r_2^* = h_2(x, y) + v_{r_2}, \tag{18}
\]

with intensities \( \sigma_{r_1}^2, \ \sigma_{r_2}^2 \) for the first and the second distance-measuring systems correspondingly.

Let us write down the equations defining the relationship between the measurements \( \mathbf{Z} = [r_1^*, r_2^*]^T \) (18) and the components \( x, y \) of the estimated state vector \( \mathbf{X} \):

\[
r_1^* = \sqrt{(x + d)^2 + y^2} + v_{r_1}, \tag{19}
\]

\[
r_2^* = \sqrt{(d - x)^2 + y^2} + v_{r_2}. \tag{20}
\]

So, the initial mathematical model of measurements is a non-linear function:

\[
\mathbf{Z}(t_i) = h(\mathbf{X}(t_i)) + \mathbf{V}(t_i), \tag{21}
\]

where \( \mathbf{X} = [x, y, V_x, V_y]^T; \ \mathbf{V} = [v_{r_1}, v_{r_2}]^T. \)

Let us perform linearization of the equations (21) by expansion (19), (20) into the Taylor series in respect of state vector \( \mathbf{X} \) components. The linearized observation matrix takes the following form:

\[
\mathbf{H} = \frac{\partial \mathbf{h}}{\partial \mathbf{X}} = \begin{bmatrix} \frac{\partial h_1}{\partial x} & \frac{\partial h_1}{\partial y} & 0 & 0 \\ \frac{\partial h_2}{\partial x} & \frac{\partial h_2}{\partial y} & 0 & 0 \end{bmatrix}, \tag{22}
\]

where

\[
\frac{\partial h_1}{\partial x} = \frac{x}{\sqrt{x^2 + y^2}}, \quad \frac{\partial h_1}{\partial y} = \frac{y}{\sqrt{x^2 + y^2}}, \quad \frac{\partial h_2}{\partial x} = -\frac{(d - x)}{\sqrt{(d - x)^2 + y^2}}, \quad \frac{\partial h_2}{\partial y} = \frac{y}{\sqrt{(d - x)^2 + y^2}}.
\]

As a result we obtain the linearized mathematical model of measurement

\[
\mathbf{Z} = \mathbf{H} \Delta \mathbf{X} + \mathbf{V}, \tag{23}
\]

where \( \Delta \mathbf{X} = \mathbf{X} - \tilde{\mathbf{X}}. \)

For the measurer’s model (21), (23), the measurement errors variance matrix \( \mathbf{R} \) is in the form of (17), where \( r_{11} = \sigma_{r_1}^2, \ r_{22} = \sigma_{r_2}^2, \ r_{12} = r_{21} = 0. \)

**Third method of linearization.** By this method the system of two distance-measuring stations is represented as a certain ("virtual") distance and bearing measuring system \( r - \alpha \) located
in the point of location of one of the stations (for example, let it be the first station (see Fig.1)) that measures the distance to the aircraft \( r_1^* \) and the azimuth \( \alpha_1^* \), which is calculated by the measurements \( r_1^* \) and \( r_2^* \) of both distance-measuring stations using the cosine theorem

\[
\alpha_i = \arccos \left( \frac{r_i^2 - r_2^2 + d^2}{2r_id} \right). \tag{24}
\]

Let us assume the following mathematical model of the measuring system with additive errors:

\[
r_1^* = r_1 + v_{r1}, \tag{25}
\]

\[
\alpha_1^* = \alpha_1 + v_{\alpha1}. \tag{26}
\]

For providing the correctness of mathematical model of the virtual measuring system (26), let us perform linearization by expansion of the expression (24) into Taylor series in respect of distance values that correspond to the aircraft position, keeping only the first order elements. As a result we will have

\[
v_{\alpha1} = -\frac{1}{r_id\sqrt{1-z^2}} \left( \frac{r_1^2 + r_2^2 - d^2}{2r_i} \right) v_{r1} - r_2 v_{r2}, \tag{27}\]

where \( z = \frac{r_2^2 - r_1^2 + d^2}{2r_id} \).

Let us determine the variance of the linearized error (27) of the calculated angle \( \alpha_1 \)

\[
\sigma_{\alpha1}^2 = M \{ v_{\alpha1}^2 \} = -\frac{1}{r_i^2 d^2 (1-z^2)} \left( \frac{r_1^2 + r_2^2 - d^2}{2r_i} \right)^2 \sigma_{r1}^2 + \frac{1}{2r_i^2 d} \left( \frac{r_1^2 + r_2^2 - d^2}{2r_i^2 d} \right) \sigma_{\alpha1}^2. \tag{28}\]

Let us determine mutual correlation of the measured distance \( r_1 \) (25) and calculated angle \( \alpha_1 \) (26)

\[
r_{r1\alpha1} = M \{ v_{r1} v_{\alpha1} \} = -\frac{1}{\sqrt{1-z^2}} \left( \frac{r_1^2 + r_2^2 - d^2}{2r_i^2 d} \right) \sigma_{\alpha1}^2. \tag{29}\]

Finally, we get the measurement errors variance matrix \( \mathbf{R} \) in the form of (17), where \( r_{11} = \sigma_{r1}^2 \), \( r_{12} = \sigma_{r1} \sigma_{\alpha1} \), \( r_{21} = r_{1\alpha1} \) are calculated by expressions (28), (29).

For using the linear method of trajectory estimation, we should take the state vector \( \mathbf{X} = [r, \alpha, \dot{r}, \dot{\alpha}]^T \) and the same transition matrix \( \Phi \) as (6), and after estimation to recalculate the estimated values \( r \) and \( \alpha \) into a rectangular \( x, y \) coordinate system. With the assumptions indicated above, the observation matrix \( \mathbf{H} \) has the same simple structure as in the expression (11).

**Computer modeling and comparative assessment.** Let us take as the optimal linear trajectory estimation method the recurrent linear Kalman filter, which is widely used in navigation and air traffic control systems. For realization of optimal data processing using the Kalman filter, it is necessary to specify the initial data for the covariance matrix \( \mathbf{P}(0) \) of estimating error, the covariance matrix \( \mathbf{R}(0) \) of recalculated measurement errors and the state vector \( \mathbf{X}(0) \).

The initial values of the elements of the state vector \( \mathbf{X}(0) \) were assumed to equal to the initial aircraft position and its modeled flight speed correspondingly. A straight flight of the aircraft was modeled with a constant speed in the direction perpendicular to the base assumed to be \( d = 50 \) km. The initial position was assumed to be 10 km from the middle of the base.

The root-mean-square errors of the distance measurement were assumed to be \( \sigma_{r1} = \sigma_{r2} = \sigma_r = 100 \) m. The initial values of the matrix \( \mathbf{R}(0) \) were assigned depending on the method.

The initial values for the covariance matrix \( \mathbf{P}(0) \) were specified also depending on the linearization method.

The results of computer modeling are presented in Fig.2 showing the value of radial root-mean-square error \( \sigma_p = \sqrt{p_{11} + p_{22}} \) of aircraft position estimation as a function of removal
(coordinate $y$) aircraft from the base. Curve 1 is the result obtained by modeling the algorithm synthesized by the first method, curve 2 – by the second method, and curve 3 – by the third one.

For comparison, the value of radial root-mean-square error was calculated using the expression $\sigma_\rho = \sqrt{2} \sigma c \cosec \gamma$ [1] (curve 4) for the case when aircraft position is calculated using the measurement data of two distance-measuring stations without any optimal processing.

![Fig. 1. Relative position of the aircraft and the distance-measuring stations](image1.png)

![Fig. 2. Radial root-mean-square error of aircraft position estimation](image2.png)

**Conclusions**

Three methods of synthesis of linearized algorithms of one-step optimal estimation of the aircraft trajectory parameters using the data of two distance-measuring surveillance systems have been shown.

Evaluation of accuracy of the synthesized algorithms via computer modeling shows that in case using the first and second methods the errors of evaluation of aircraft location coordinates practically coincide. The accuracy is somewhat lower in case of use of the third method.

If consider the algorithms from the viewpoint of productivity, then, if we compare the first and the second methods, the first algorithm includes a simple observation matrix $H$ (11) with constant elements, but at each discretization step the values of the covariance matrix $R$ (17) of linearized errors should be calculated. The second algorithm, on the contrary, includes a constant matrix $R$, yet each time the elements of the matrix $H$ (22) should be calculated. Besides, it should be noted that in this algorithm the difference is estimated and not the vector itself and for estimation of the complete state vector additional computation will be required.

With the third algorithm, just as with the first one, it is required to calculate at each step the elements of the matrix $R$, yet not all of them and by less complicated equations. However, as evaluation is performed in a polar coordinate system, additional computation will be required for transformation into the rectangular system.

Nevertheless the application of each of the synthesized algorithms considered here considerably increases the accuracy of the trajectory evaluation as compared with the accuracy of the coordinate's calculation without the use of optimal methods.
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MILESTONES OF EGNOS TECHNOLOGIES IMPLEMENTATION IN AVIATION OF UKRAINE: INTERNATIONAL PROJECT «EEGS2»

International Project «EGNOS Extension to Eastern Europe: Applications» is currently carried out in the framework of FP7, its orientation for implementation of EGNOS technologies in aviation of Ukraine is considered.

EEGS2 Project objectives

The EEGS2 Project [1] is aimed to demonstrate the benefits of EGNOS, EGNOS Data Access Service (EDAS) and Galileo through applications in the Eastern countries of Europe. The Project has the following three objectives:

– to demonstrate through flight trials the benefits of EGNOS in areas of Eastern Europe where EGNOS is not available;
– to study the impact of the SBAS (Space Based Augmentation System) technology in transport management;
– to promote EDAS, EGNOS and Galileo.

The first objective will be demonstrated through the deployment of avionics on board capable of reading the magicSBAS messages from radio frequency (RF), the definition of flight procedures and the analysis of the performances in real flights in four Eastern European countries. MagicSBAS is a state-of-the-art, multi-constellation, operational SBAS regional differential GNSS augmentation which transmits corrections and non-safety critical integrity information for any interested region.

The EEGS2 Project will be able to understand the performances, benefits and limitations of EGNOS and they will be totally prepared for the extension of ENGOS to the Eastern European countries in the coming future.

EEGS2 Project participants

The EEGS2 Project unites participants from the countries representing EU countries and Eastern European countries:

– GMV Aerospace and Defence SA (Spain, GMV);
– Grupo Mecánica del Vuelo Sistemas S.A. (Spain, GSY);
– Centrum Badan Kosmicznych Polskiej Akademii Nauk (Poland, CBK)
– Romanian Space Agency (Romania, RSA)
– Kharkov National University of Radio Electronics (Ukraine, KhNURE);
– Main Astronomical Observatory of the National Academy of Sciences of Ukraine (Ukraine, MAO);
– Russian Space Systems (Russian Federation, RSS);
– Technical University of Moldova (Moldova, TUM);
– NDConsult Ltd (UK, NDC).

Main tasks of the Project in civil aviation area being solved in Ukraine

The necessary activities needed for the successful development of the SBAS flight trials will be presented here. First, EGNOS flight procedure will be created for use in EGNOS flight trial in Poland. Then, magicSBAS flight procedures will be created for using in magicSBAS flight trials in Moldova, Romania and Ukraine. To carry out flight procedures the target aircrafts must be equipped properly.

In particular, the following tasks will be done.

Procurement of the necessary infrastructure to carry out the demos, such as:
– PCs to host magicSBAS for flight trials;
– user receivers for EGNOS/magicSBAS flight trials;
– RF modems for transmission and reception of magicSBAS corrections;
GMV will adapt magicSBAS to provide RF broadcast from ground to the aircraft and for monitoring on-board magicSBAS position. The intention is to integrate and validate real-time operation of the processing chain «EDAS+magicSBAS+user receiver+performance monitor».

EDAS output data (ASN1 format) are transformed to magicSBAS (input data - EGNOS RIMS_CG format) to enable demonstrations with the same reference stations data as EGNOS. Note that the conversion is done to feed magicSBAS in real-time.

In order to perform flight trials with the magicSBAS messages the following architecture is foreseen (fig. 1).

The magicSBAS messages will be generated at GMV (Spain) and sent to the airfield via Ethernet/ADSL/GPRS. These messages will be broadcasted to the aircraft via RF. The pilot in the aircraft will be able to carry out the flight procedure with the console on board.

KhNURE will prepare the flight trials in Ukraine by means of carrying out the necessary preparation activities which will include at least:

- preparing the documentation relevant for the flight trials (objectives, activities, aircraft, airports, date, expected performance, etc) and the necessary documentation allowing the flight trials (certificates as needed);
providing real-time data transmission from the selected Ukrainian permanent reference stations (using NTRIP format) to form magicSBAS messages for the Ukrainian territory with the APV-I navigation performance at user level;

– planning of participation in flight trials of representatives of the interested organizations;

– monitoring of GPRS/GSM communication for receiving magicSBAS corrections and management of RF communication for the flight trials.

Flight trials using magicSBAS are planned to perform in Ukraine. Therefore, the following activities are foreseen:

– KhNURE will install the necessary elements (RF receiver modem, GPS antenna) on board the aircraft for the correct reception of the RF magicSBAS and GPS signals;

– KhNURE will install the necessary elements (RF transmitter modem and Internet/GPRS/GMS connection) on ground in the flight procedure area for the reception of the magicSBAS corrections in SISNET format and transmission them through RF to the aircraft;

– GMV will install the necessary equipment to be used for the correct realization of the flight procedure and performances monitoring;

– the flight trials will be conducted by KhNURE and the local partners (for the selected airport) and with preliminarily determined duration of flights;

– KhNURE and GMV will analyze the results of magicSBAS navigation performance during flight trials.

The performed flight trials will enable implementing SBAS systems in the countries where EGNOS signal is still not available. The International Civil Aviation Organization (ICAO) during its session of the Assembly (the 36th Assembly, September 18-28, 2007) strongly recommended the use of LPV instrument approach procedure for the whole of the runway infrastructure both as the main or a duplicate one, with step-by-step adoption of it in 2010 (30%), 2014 (70%) and absolute adoption (100%) in 2016.

MagicSBAS/EGNOS navigation technologies will provide the following benefits to the airlines:

– reduction in decision heights;

– reduction in angle of approach;

– better lateral guidance;

– optimized routes, fewer diversions;

– increased safety;

– increased airports capacity;

– allow operation in non ILS-equipped airports.

This project will give a clear idea of efficiency and advantages of EGNOS based technologies which are intensively extended at the present time to pilots and providers who provide supply to satellite differential information.

**Technical procurement of the experiments**

At the present moment reference GNSS stations SURE (Kharkov), KHAR (Kharkov) and KTVL (Crimea) transmit data in RTCM v.3.0 format for forming magicSBAS corrections for the territory of Ukraine, Moldova and Romania. The data are available via NTRIP caster of MAO NAS of Ukraine (http://194.44.11.4:2101/).

It is planned to carry out the first flight test in the territory of Korotich airfield, near Kharkov. The airfield is a ground runway for light aviation aircrafts.

For carrying out the trials single-engined two-seater XA3-30 aircraft will be used (Fig.2):

– Length ~6,5 m;

– Wingspan ~9,5 m;

– Flight range – up to 400 km;

– Speed – up to 200 km/h.

3.2.72
Arrangement/installation of the equipment

It is planned to mount GNSS antenna on the roof of the aircraft cab. Currently possible ways of fixing the antenna which will allow keeping the wing surface undamaged are worked through. The antenna for receiving magicSBAS corrections from the lower hemisphere will be mounted under the bottom of the aircraft. GNSS receiver and a radio modem will be installed on board the aircraft (an area behind the pilot seat). Preliminarily, the set of the equipment will be tested during road tests on a car.

Communication channel «Ground-to-Air»

At the present moment it is considered several ways of realizing the communication with onboard the aircraft with the purpose of correction transmission - GSM channel on the basis of existing communication systems and a separate communication channel.

After coordination of the flight scheme the possibility of using the existing communication channels will be checked up, for instance, GSM, otherwise the necessity of organizing a separate communication channel will arise.
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ADAPTIVE METHOD OF FORMING WEIGHTS WITHOUT REFERENCE SIGNAL

Describes a method for the control pattern adaptive antenna array to improve the noise immunity of GPS systems in the absence of a reference signal in the user segment.

The above criteria forming weights suggest that the direction of the source is known, or known amplitude and phase distribution of signal channels antenna array, that is to implement these algorithms need a priori knowledge of the signal, or form in the receiving path reference signal. The reference signal can be formed with the adopted mixture signal obstacle.

Mathematically, the reference signal is given by (1.26) [1], [3] and weighting coefficients are determined from the expression (1.27) [1], [3]. From (1.27) [1] to ensure the sustainability of adaptive devices to match a value of $1 / \gamma$ (Fig. 1.14) if this is not done growing weights lead to disruption of the system. Also for forming the reference signal [1, 3] proposed transfer service combinations, but in GNSS systems such impossible (GPS and Galileo did not involve the transfer of any additional information). Therefore, to ensure the sustainability of the adaptive antenna system is necessary to eliminate the dependence of weight vector of the reference signal, or remove the signal component from a mixture of signal/interference.

An important requirement for the optimization of weights - the need to eliminate the influence of the signal in the calculation of the inverse matrix interference $\mathbf{R}_{sp}^{-1}$. Also, to reduce the impact of nonidentity channels AAA (no identity frequency characteristics of receivers, constructive elements no identity AAA, scatter quadrature channels for gain and phase shift and other factors) to calculate weights to exclude signal component in the calculation of the correlation matrix interference. For it is recommended to remove the signal from the mixture signal/interference [2].

Functional scheme for calculating weights without reference signal shown in fig. 1.

The transducer converts the signal of frequency $f_1$ in the signal with frequency $f_2$, which is kept constant. Notch filter cuts out the signal component and takes the stress interference with the opposite sign to the adder, the output of the adder is signal voltage. Voltage noise comes less from a mixture of "signal/interference" voltage signal. Double deduction in order not to alter the correlation matrix of the signal and noise.

The error signal is formed as the difference $\varepsilon = \mathbf{w}^T \mathbf{u}_{cn} - S$ (1)
Squared error

\[ \varepsilon^2 = S^2 - 2Sw^T + w^T u^*_c u^T c_n w \]

Finding the expectation of \( \varepsilon^2 \), we obtain an expression for the mean square error

\[ E[\varepsilon^2] = S^2 + w^T R_{c_n} w - 2w^T r_{c_n,c} , \]  \hspace{1cm} (2)

where \( r_{c_n,c} = u^*_c c_n S; E - \text{average.} \)

Correlation matrix \( R_{c_n} \) is the sum of the correlation matrix \( R_i \) interference and signal \( R_c, R_{c_n} = R_i + R_c \). From fig. 1 shows that the formation of the error signal \( R_{c_n} = R_i + R_c - R_{c_n} \).

Vector \( r_{c_n,c} \) in the expression (2) is a correlation vector voltage \( U^*_c S (i=1,2, \ldots, N) \), at \( S'=0 \), i.e., the reference signal is missing

\[ r^T_{c_n,c} = [u^*_c 1 u^*_c 2 \ldots u^*_c N] , \]

where \( U^*_c = U^*_i \).

Otherwise

\[ r^T_{c_n,c} = r^T_i \]

Then the expression (2) takes the form

\[ E[\varepsilon^2] = S^2 + w^T R_i w - 2w^T r_i , \]  \hspace{1cm} (3)

Optimization of the expression (3) in its minimization by selecting weighting coefficients vector \( w \). Since the mean square error (3) quadratic function of the vector \( w \) it has only minimum which can be found by differentiating (3) and equating to zero the derivative

\[ dE[\varepsilon^2]/dw = 0. \]  \hspace{1cm} (4)

vector weights will be determined by the expression

\[ w = R_i^{-1} r_i \]  \hspace{1cm} (5)

Expression (5) corresponds to the expression Wiener-Hopf for calculating the weights in an adaptive antenna array.

The scheme in fig. 1 to satisfy the minimum mean square error. Here are the results of mathematical modeling. The simulation results (fig. 2, fig. 3) for interference azimuth 241°, elevation 28°, matrix AAA 4×4, dx, dy = 0.25, variance of noise - 1, phase shift interference 0°.

![Figure 2](image.png)
Conclusions

The proposed method allows to calculate the weights to control the pattern AAA GPS systems without knowing the useful signal. These results suggest that the quality of the noise reduction is not worse given in [3].
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This work is devoted to the development and description of optical radiation Stokes vector components determination method. The method relies on the measurement of ellipticity angle and ellipse azimuth of optical radiation polarization by the photopolarimetric method.

Usage of polarization methods for research of different sort of solutions, matters, objects surfaces gives the wide picture of their properties and structure. These methods found application in medicine [1, 2], research of materials surface [3], and also aerospace remote sensing [4 – 6]. There are studies about polarimetric researches of comets [4], asteroids [5], planets moons [5, 6]. During polarimetric researches conclusions about analyzable object properties are done on the basis of the polarization state of its radiation or radiation which interacted with it.

There are a lot of different stokes-polarimeters, which measure all four Stokes vector components \( I, M, C, S \) [7 – 10]. Some authors think that there are two basic types of diagrams [7, 10]: including polarization transformers with mechanically controlled parameters (polarizers, phase plates and others) and electrically controlled parameters (magnetooptical, electrooptical, acoustooptical cells and others). Work of such stokes-polarimeters is based in forming of equations set which is relative to four Stokes vector components. Radiation intensity, passing through a stokes-polarimeter, at the different azimuths of its component elements is measured for this purpose.

Some authors [8, 9] also sort out the third type of stokes-polarimeters, in which for measuring of Stokes parameters the phase plate rotating with certain frequency is used. During registration of radiation intensity, passed through the rotating phase plate and analyzer motionlessly set before a photodetector, a photoelectric signal is modulated with frequencies, which are multiple of phase plate rotation frequency. This signal carries in itself information about radiation polarization descriptions.

The disadvantages of the first two types of stokes-polarimeters are a necessity of four measurement execution, while changing the azimuths of polarimeter component elements, the optimum values of which calculated for errors minimization. It increases the time of research execution and limits application potentiality of these types of stokes-polarimeters. The disadvantages of multichannel stokes-polarimeters are a presence of large number of component elements, each of which is needed to be orientated with maximal exactness on a certain azimuth, previously calculated for errors minimization.

In the third type of stokes-polarimeters one of the basic errors source is inaccuracy in setting of its component elements on the previously calculated optimum azimuths. In addition, regardless the reducing of measurement duration by these stokes-polarimeters, the received results require considerable time on processing for the calculation of Stokes vector components. Also there are rotating phase plate in the stokes-polarimeter that can decrease reliability of these diagrams during the execution of the prolonged experiments.

But above all, in all types of stokes-polarimeters for Stokes vector components finding intensity is measured, determination exactness of which does not usually exceed 1%.

The photopolarimetric method of Stokes vector components measuring which will allow to raise considerably determination exactness of their relative values is offered in this work.
For polarization radiation parameters determination a photopolarimetric method is offered, basis of which is determination of Stokes vector components relative values through measuring of ellipticity angle $\omega$ and ellipse azimuth of optical radiation polarization $\lambda$. The offered method of Stokes vector components measuring can be realized, for example, with using of two modulators (see fig. 1) on which by turns control signals are given. As a modulator it is suggested to use the magnetooptical Faraday cell with an yttrium ferrite-garnet crystal. These crystals at the magnetic fields to 80 A/m allow to get the modulation amplitude of polarization plane up to 100°, that enables to work with the low quality optical channels [11].

For $\lambda$ and $\omega$ parameters determination it is necessary to make two measuring. In first case, we orient the most speed plane azimuth of phase plate $\alpha$ in relation to the most transmission plane azimuth of analyzer $\beta$ on the 90° angle. Control signals will give only on a modulator $I_1$, a modulator $3$ is not connected (see fig. 1). The intensity on analyzer output will be:

$$I_{\text{OUT}} = \frac{I}{2} \left[ 1 - \left( \frac{I'}{I} \right) p' \cos 2\omega \cos 2(\alpha - \lambda + \theta) \right] ,$$

where $I = I' + I''$ is the total intensity of incident ray; $I', I''$ are fully polarized and fully depolarized intensity components of the incident ray respectively; $p'$ is the degree of polarization of modulator; $\theta$ is the additional polarization plane rotation angle of light, associated to the geometrical defects, retentivity of ferrit; $\theta$ is the oscillation angular amplitude of polarization plane vibrations, changing according to the periodic law: $\theta = \theta_0 \Phi(t)$, where $\Phi(t)$ is the arbitrary periodic function, which is vary with time with $\Omega$ frequency.

Afterwards adjusting the photopolarimeter on a minimum of the signal on an output, measuring the phase plate azimuth, it is possible to define the $\lambda$ parameter without knowing the value of ellipticity angle $\omega$:

$$\lambda = \alpha_{\min} + \Delta + \theta,$$

where $\alpha_{\min}$ is the most speed plane azimuth of phase plate, at which the output intensity is minimal; $\Delta$ is the measurement error.

The intensity on analyzer output will be:

$$I_{\text{OUT min}} = \frac{I}{2} \left[ 1 - P \cos 2\theta + 2\Delta P \sin 2\theta \right] ,$$

where $P = pp'p' = \frac{I'}{I} p' \cos 2\omega$; $p$ is the degree of light polarization in an environment.

For ellipticity angle $\omega$ determination we set the most speed plane azimuth of phase plate in the line of major (or minor) axis of polarization ellipse of light. The previous condition is not preserved and control signals are given only on a modulator $3$ (see fig. 1). In this case, an expression of the output light intensity will be transformed to the following:

$$I_{\text{OUT}} = \frac{I}{2} \left[ 1 + \left( \frac{I'}{I} \right) p' \cos 2(\omega - \beta + \lambda + \theta) \right] .$$

As well as during determination of the $\lambda$ parameter, will measure $\omega$, adjusting the photopolarimeter on a minimum of the signal on an output according to the condition: 3.3.2
\[ \omega - \beta_{\text{min}} + \lambda + \theta_\omega = \frac{\pi}{2}, \]

where \( \beta_{\text{min}} \) is the most transmission plane azimuth of the analyzer, at which output intensity is minimal.

The intensity on analyzer output will be following:

\[ I_{\text{BYX min}} = \frac{I}{2} \left[ 1 - pp' \cos 2\theta + 2\Delta pp' \sin 2\theta \right]. \]

Thereby:

\[ \omega = \frac{\pi}{2} + \beta_{\text{min}} - \lambda + \Delta + \theta_\omega. \]

To find all Stokes vector components absolute values it is necessary to define the degree of polarization of the investigated stream \( p \) and its intensity \( I \). For this purpose will set a phase plate on a zero azimuth (\( \alpha = 0 \)), and its phase shift on \( \delta = 0 \) (or it is possible to remove the phase plate from the diagram). The intensity on analyzer output will be following in this case:

\[ I_{\text{OUT}} = \frac{I}{2} \left[ 1 + \frac{I'}{I} \cos 2\alpha \cos 2(\beta - \lambda) \right]. \]

Adjusting the photopolarimeter on a maximum and a minimum of light transmission, will find maximal \( I_{\text{OUT max}} \) and minimal \( I_{\text{OUT min}} \) intensity on the analyzer output respectively. Expressions for finding of Stokes vector components absolute values are following:

\[ I = I_{\text{OUT max}} + I_{\text{OUT min}}; \]

\[ M = \frac{p \cos 2\omega \cos 2\lambda}{I} \frac{I_{\text{OUT max}} - I_{\text{OUT min}}}{I} \cos 2(\alpha_{\text{min}} + \Delta + \theta_\omega); \]

\[ C = \frac{p \cos 2\omega \sin 2\lambda}{I} \frac{I_{\text{OUT max}} - I_{\text{OUT min}}}{I} \sin 2(\alpha_{\text{min}} + \Delta + \theta_\omega); \]

\[ S = \frac{p \sin 2\omega}{I} \frac{I_{\text{OUT max}} - I_{\text{OUT min}}}{I \cos 2\left( \frac{\pi}{2} + \beta_{\text{min}} - \lambda + \Delta \right)} \sin 2\left( \frac{\pi}{2} + \beta_{\text{min}} - \lambda + \Delta + \theta_\omega \right). \]

**Conclusions**

1. The offered method allows with photopolarimetric exactness, which is up to angular seconds, to determine the relative values of Stokes vector components \( M, C \) and \( S \) of incident radiation.

2. To find absolute values of all Stokes vector components it is necessary to define fully polarized \( I' \) and fully depolarized \( I'' \) intensity components of incident ray, that limits measurement exactness to 1%.

3. Usage of the modulator on an yttrium ferrite-garnet will allow to increase exactness of measuring of the ellipticity angle and the ellipse azimuth of polarization, and, consequently, of Stokes vector components \( M, C \) and \( S \) of incident radiation relative values due to the additional modulation of optical radiation polarization plane.

4. If polarization of incident light ray is circular or near to such, using the offered method is impossible, that is its limitation.
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INFLUENCE SIGNAL/NOISE IN SEMICONDUCTOR MATRIXES RESOLUTION OF THE DIGITAL REMOTE SENSING SYSTEMS THE EARTH'S SURFACE

We study the method of determining resolution digital remote sensing the Earth's surface to assess the quality digital images.

Introduction. Statement of the problem. In [1,2] it was proved that the resolution \( R \) of aerophotographic systems (APhS) can be defined as the point of intersection between the through contrast transfer function of the aerial camera \( W_s(\nu) \) and the curve of the film threshold contrast \( K_c(\nu) \), which is determined by the threshold contrast of a decoder and the film noise. The practical implementation of this method has found its development when operating aerial reconnaissance, mapping aerial photography, and aerial surveillance of the Treaty on Open Skies [3]. The resolution of the aviation opto-electronic systems of air surveillance is defined similarly as for the APS (Fig. 1) [4].

![Contrast transfer function of the threshold contrast curve](image)

Analytical interpretation of Fig. 1 has the form shown below:

\[
W_s(\nu) = K_c(\nu),
\]

\[
W_s(\nu) = \sqrt{(0.02 \pm 0.05)^2 + (4 \div 6)^2 D_{sh}(\nu) / U_{cep}^2} = \sqrt{(0.02 \pm 0.05)^2 + (4 \div 6)^2 \frac{G_{sh}(\nu)}{S_{cep}^2}} (1)
\]

where \( D_{sh} \) and \( G_{sh} \)-variance and power spectral noise; \( S_{ser} \) - average signal.

Due to the advent of digital aerial cameras in which the optical image areas are recorded by the semiconductor photomatix, there is a need for scientific justification in applying this method to determine the resolution of digital aerial cameras.

The basic material research. Semiconductor sensors of video signal are currently being built on the basis of the silicon photodiodes matrix or charge-coupled device (CCD). The best parameters and characteristics are possessed by conditioners based on video files - SIP, which turn the light signal (optical image) into electrical signal charges (video). The principle of photo-SIP is based on the properties of the registry, consisting of MOS capacitors that are near located in the line. The transfer of charge packets, the size of which is proportional to the magnitude of exposure is controlled by signal charge transfer by clock pulses [1].

The MOS capacitor (Fig. 1) serves as the basis of photo-CCD.
The semiconducting silicon substrate, for example p-type, is covered with a layer of silicon oxide dielectric, the thickness of which is $d_0 = 0.1 - 0.2$ microns, above which the partially transparent metal electrode (gate) is located. Semiconductor substrate and a metal electrode acts as a cover for MOS - capacitor, the specific capacity of which is equal to [4]:

$$C_{SiO_2} = \frac{\varepsilon_r \varepsilon_0}{d_0} \left[ \frac{F}{m^2} \right],$$

(2)

where $\varepsilon_r$ relative dielectric constant insulator (silicon oxide). If the shutter apply the benefits of the conservation of charge $+U_{vs}$ (voltage storage), the minority carriers (electrons) will gather directly under the electrode near the surface of the semiconductor and the major carriers (holes) will move into the interior volume of the semiconductor, because they will be repelled from the electrode. Thus, a free mobile hole depleted region depth $\ell_0$ will appear under the electrode on the boundary oxide - semiconductor. In this region, called a pit potential, the charge density is:

$$\rho_{ch} = -q_e N_a,$$

where $N_a$ - the concentration of acceptor; $q_e$ - the electron charge. The distribution of potential within the depleted region along the axis $Ox$ can be obtained by the decision of Poisson equation:

$$\frac{d^2U}{dx^2} = -\frac{\rho}{\varepsilon_S \varepsilon_0} = \frac{q_e N_a}{\varepsilon_S \varepsilon_0},$$

(3)

where $\varepsilon_S$ - relative dielectric constant of silicon (semiconductor).

Integrating, equation (3) with boundary conditions at, $U_{\ell_0} = 0$, $U_{x_0} = 0$, $0 \leq x \leq \ell_0$ $dU / dx = 0$ (2) we obtain the potential distribution in the form:

$$\varphi(x) = \frac{q_e N_a}{2 \varepsilon_S \varepsilon_0} (x - \ell_0)^2,$$

where $\ell_0$ - the so-called deep potential well.

The potential on the boundary of separation ($x = 0$) is called the surface potential:

$$\varphi_S = \frac{q_e N_a}{2 \varepsilon_S \varepsilon_0} \ell_0^2.$$

(4)

When the equilibrium conditions according to Kirchhoff law can be written, the potential charge saving package:

$$U_{chip} = U_{Si} + U_{SiO_2}$$

(5)

where $U_{Si}$ and $U_{SiO_2}$ - the voltage drop in silicon and its oxide, respectively.

Given that

$$U_{Si} = \varphi_S + \varphi_{ppc}$$

and

$$U_{Si} = \frac{q_e N_a}{2 \varepsilon_S \varepsilon_0} \ell_0^2.$$
\[ U_{\text{SiO}_2} = \frac{q_e n + q_e N_n \ell_0}{C_{\text{SiO}_2}}, \]

where \( \varphi_{\text{ppc}} \) - the potential of a plane curve of the bottom of the valence band. Combining (4) - (7), we obtain:

\[ U_{\text{chp}} - \frac{q_e n}{C_{\text{SiO}_2}} = \varphi_S + \varphi_{\text{inv}} + \frac{\sqrt{2 q_e N_n e \varepsilon_S \varphi_S}}{C_{\text{SiO}_2}}, \]

When completely filled potential well \( n = n_{\text{max}} \), and the conductivity of the surface inverted, that is two the potential of the Fermi level:

\[ \varphi_S = 2 \varphi_F. \]

Substituting (8) in (7) and given the fact that in practice the left hand side of (7) is always much more right, the expression for the maximum surface density of carriers in filled potential well will look like:

\[ n_{\text{max}} = \frac{C_{\text{SiO}_2} U_{\text{chp}}}{q_e} = \frac{e \varepsilon_0 U_{\text{chp}}}{q_e d_g}, \]

\[ n_{\text{max}} \approx 2 \cdot 10^4 \text{ electrons/microns}^2. \]

For a typical size of the square potential well bottom \( A_p = 10 \times 20 \text{ microns} \) possible maximum number of electrons in the pit will be:

\[ N_{\text{max}} = n_{\text{max}} A_p \approx 4 \cdot 10^6. \]

If the minimum possible \( C_{\text{SiO}_2} = 0,07pF \) and \( d_g = 100 \text{microns} \) the depth of potential well \( \ell_0 \) is located within a few micrometers.

Suppose that a MOS - capacitor from the gate drops optical radiation with a wavelength \( \lambda \), creating energy light \( E_{e,\lambda} \). Then the radiation flux absorbed by the potential pit is equal \( \Phi_{e,\lambda} = E_{e,\lambda} A_p \). This flow corresponds to the number of photons absorbed per second

\[ N_{\text{ph}} = \frac{\lambda \Phi_{e,\lambda}}{h c} = \frac{E_{e,\lambda} A_p \lambda}{h c}, \]

where \( h = 6,62 \times 10^{-34} \text{J} \cdot \text{c} \) - Planck's constant; \( c \) - speed of light in the semiconductor, \( \text{m/s} \). Multiplying (12) during the accumulation of charges (exposure time \( t_n \)) and quantum efficiency \( \eta_\lambda \), we obtain the number of electrons accumulated in the potential well (charuntsi):

\[ N_e = \frac{E_{e,\lambda} A_p \lambda t_n \eta_\lambda}{h c} = \frac{E_{e,\lambda} A_p \lambda t_n \eta_\lambda}{h c}. \]

Calculations show that the conditions for the earth's surface of signal electrons in charuntsi 2-3 is hundreds of thousands.

If this minimum number of electrons is limited to the influence of noise \( N_{e} = N_{\text{min}} \), then dividing \( N_{\text{max}} \) by \( N_{\text{min}} \), we get the dynamic range \( N_{\text{max}} / N_{\text{min}} \) of MOS - capacitor.

The minimum signal package that can be gained charuntsi determined noise level [3].

CCD noise at low light levels measured value of noise equivalent signal induced threshold number of photons, which provides the output of signal / noise ratio - \( S / N = 1 \).

Noise CCD can be determined analytically, given the noise of the following sources: noise Naykysta address key and reset key of dispersion noise charge \( Q_n^2 = k_B TC \) - where \( C \) - capacity potential well for noise at the output key, and \( T \) - the absolute temperature MOS - capacitor, noise and on the surface intensive traps in the sensitive element and the shift register having a
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variance \( Q_n^2 = k_B TC_t \), where \( C \) - effective capacity traps, shot noise detector and register shift is due to dark current \(-Q_n^2 = eI_I t_u\), where \( t_u \) - time savings, and \( I_I \) - current termoheneratsiyi and \( e \) - electron charge; noise resulting from the inefficiency of the transfer \( \varepsilon_{u,n} \), with dispersion \\
\[ Q_n^2 \frac{1}{(1-\varepsilon_{1,t})^n} \]. \\
In this way noise charge packet \\
\[ N_w = NCP_{CDC} = \frac{k_B T(C + C_t) + eI_I t_u}{(1-\varepsilon_{1,t})^n} \], (15) \\
where \( n_t \) - the number of transfers charge packets. NEP not be less noise Naykvysta key reset, the average noise charge is equal to 200 electrons in the original containers0,25-10^{-12}F . To significantly reduce noise reset using a special method of signal processing method called double korrelovanoyi sample the essence of which is that of output voltage noise is subtracted \( \frac{1}{f} \). As a result, there is separation of noise from the reset signal charge and simultaneously eliminated the noise type. \\
Thus, one can say that the noise level (rms) in current photo-CCDs, operating at frequencies \( \Delta B = 5-10 \, \text{MHz} (\approx 1/25-1/30 \, \text{s}) \), is dozens of electrons. And the noise variance - a few hundred electrons. That is, the value of the minimum video signal ("black" level) \( N_{bl} = 10 - 30 \) electrons, and the amplitude of the spatial harmonics - \( N_s = (N_{wh}-N_{bl})/2 \), and the level of middle-\( N_m = (N_{wh} + N_{bl})/2 \). \\
The inertia of the CCD is determined by the transit time of carriers under the gate, c: a person \\
\[ \tau \approx \frac{b}{2\mu E} \], (16) \\
where \( b \) - size of the electrode along the direction of charge transfer package, m; \( \mu \) - mobility of minority carriers; \( E \) - the accelerating electric field, V / m Then the bandwidth is, Hz: \\
\[ \Delta B = \frac{1}{2\tau} \]. (17) \\
Velocity of a charge coupled package is equal to, m/s: \\
\[ v = \frac{\Delta B}{\Delta v} \], (18) \\
where \( \Delta v = 1/2b \) - spatial bandwidth in the CCD matrix plane, mm^{-1}. \\

**Conclusion** \\
Thus, substituting the value \( G_m \Delta v = D_{in} = N_w^2 \) and \( S_{mid}^2 = N_s \) to (1), one can determine the resolution of any digital aerial camera. 
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This article includes results of new concepts analysis of flight safety

Nowadays ICAO pays more attention to development of new approaches to flight safety and prevention of aviation incidents caused by human factor (faults of the flight crew).

But practice of the latest crashes (Smolensk, Yaroslavl, Indonesia and others) has shown that although there is an attempt to apply new systems of flight safety control on basis of Safety Management Manual, but actually flight practice of crashes investigation is not changed qualitatively.

We represent new approach to prevention of aviation incidents that allows qualitatively change part of incidents caused by human factor and exclude incidents caused by it (fig 1-3).

The approach is analytical, generalizing with new means and new aviation concepts (table 1).

New approach to prevention of aviation incidents caused by human factor (faults of the flight crew) [1]

All nowadays methodologies of flight training and professional training are divided into actions, operations and moves [2].

To the psycho-physiological characteristics of aviation operators the increased requirements on endurance, reaction time, coordination of movements, high noise immunity are demanded. Future specialists must have a strong, balanced and moving nervous system. From a medical point of view they must be able for a work by the health state in their chosen specialty, and from the social – must have a highly developed responsibility for the timeliness and accuracy of their decisions and actions.

During all times the flight processes were the central aviation processes. And also they were preceded by the high negative phenomena and effects. But the main direction in developments in theory of flights safety is explaining of the reasons for the appearance of emergency situations caused by human factor guilt.

Fig. 1. New approach to prevention of aviation incidents caused by human factor (faults of the flight crew) - I stage.
Considering this question in own researches and publications [1-5], and also relying on statistical data found that about 70% of pilots do not oppose to the factorial loads (FL) (complex failures), which lead to negative consequences such as wrong actions of a pilot in extremely situations; disproportionate and sudden actions by all flight parameters; enter beyond the physiological possibilities. And as a result the pilots unknowledge of way to counteract to factorial loads can lead to flight events, especially at the difficult flight conditions.

At the action of factor loadings there is found a negative phenomenon of a dynamic stereotype amplifying (PDSA) [3-5]. To detection of which is possible by the comparing of the pilot dynamic stereotype (DS) (on the simulator) at the "flight" with failures with its DS under the action of complex failures. That is, if during the process of flight training to achieve the PDSA removal and elimination and to prepare crews to act in extreme situations where they are acted by FL, the human factor in aviation accidents may be decreased.

To increase the general level of safety it’s necessary to review, analyze and systematize the ways to improve the pilots flight training and their indicators and criteria.

One of way to improve the pilots training effectiveness is the selection of operators by the criterion of counteraction to FL through elimination of PDSA.

To detect PDSA of a pilot it’s necessary to compare his flights under the FL action (complex failures on simulators) and at their absence, at following PDSA elimination by showing of this phenomenon presence for its removal during the next flights. That’s why the program for detection of negative PDSA in order to increase flight safety (FS) by HF is necessary.

For the successful operators training to FL counteraction it is necessary to understand the nature of the bilateral process of aircraft.
Fig. 3. New global aviation concepts that are basis of new approach.

According to curves types, that fix the motor dynamic stereotype (DS) due to the flight parameters changes, under the action of FL and their absence it’s possible to judge about the quality of piloting technology, and do not to identify the deviations from the tolerances. The DS can be divided on to favorable (flight handwriting) and not favorable in the case PDSA occurrence that in any case must be eliminated. However, even during the stage of DS formation, knowing its typical species, it’s should be formed the favorable DS, although it doesn’t in any case exclude the studying for elimination of the negative PDSA.

Counteraction to FL by the way of PDSA elimination does not mean that the operator must simply stop any motion by the control organs. During DS analysis we consider the final result of quality of piloting technique in real and training flights under the influence of environment (at the simulators by own desire the influence of environment can be excluded). The influence force of vertical air flows turbulence and the pilot skill can be defined, for example, by ailerons deflection ($\delta a$) and by parameter of bank angle ($\gamma$) on the airplane [2-4].
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<table>
<thead>
<tr>
<th>№</th>
<th>Type of global concept</th>
<th>General characteristics of area of application</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Concept of switch CTS - CTP</td>
<td>It is necessary for taking into account a cyclic recurrence of scientific progress while switch from 20 to 21 century</td>
</tr>
<tr>
<td></td>
<td>Concept of medius terminas of flights as processes</td>
<td>Centralization to statistics of processes</td>
</tr>
<tr>
<td></td>
<td>Process concept of flight safety</td>
<td>Elimination of negative evaluation of flight safety in the end of 20 century in regions and aviation companies</td>
</tr>
<tr>
<td></td>
<td>Concept of crashes as phenomenon of “factor tail”</td>
<td>Elimination of crashes not as event but as phenomenon by classification of Hohlov</td>
</tr>
<tr>
<td></td>
<td>Concept of classification of positive flights</td>
<td>Taking into account of results (effects) of flights without remarks</td>
</tr>
<tr>
<td></td>
<td>Process concept of flying automatic electronic complex</td>
<td>Representation of processes of new generation aircraft</td>
</tr>
<tr>
<td></td>
<td>Concept of zero incidents by human factors</td>
<td>Eliminating of system reasons of crashes (75-90%) by crew actions to zero level</td>
</tr>
<tr>
<td></td>
<td>Concept of guiltlessness of pilots for the crash</td>
<td>Elimination of fault of flying crew to crash and switch to constructive-technological concept of causality</td>
</tr>
<tr>
<td></td>
<td>Concept of amplifying of dynamic stereotype of pilots</td>
<td>Stress decreasing of flying crew on basis of antistress training</td>
</tr>
</tbody>
</table>

**Conclusions**

1. On basis of developing Safety System Management Manual, which are old complex plans, with help of which, as 50 years practice showed, it is impossible to change negative results of crashes.

2. For positive qualitative changes in statistics of flight safety, new progressive methods generalizing existing approach of process analysis are needed.

3. Applying of suggested approach can let reaching of zero index of incidents caused by human factor while technical cycles.
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3.3.12
PROBLEMS OF PILOTS LOSING THEIR SPATIAL ORIENTATION BECAUSE OF AIR TRAFFIC CONTROLLER COMMANDS

The issue of interaction between air traffic controllers and aircraft crews with possible crew errors is discussed. The method of flight model modular transformation is considered required for aircraft large angle banking analysis taking into account the use of factor flight model allowing to drop down the accident rate.

Introduction. Currently, the human factor impacting civil airline flight safety is gradually increasing. Many authors have shown that human errors comprise about 90% of flight accident causes, and this means the problem is critical. At the same time, aircrafts are among the most reliable and safe transport means, and aircraft accidents are just events of low-probability.

Formulation of the Problem.

The process of air transporting includes various services. One of the most important services is the one controlling air traffic by giving instructions to aircraft crews. Intensive air traffic may force an air traffic controller to instruct an aircraft crew to alter their heading sharply which requires large angle banking.

The banking angle required for horizontal alter heading maneuvering is determined by turn angle (TA) equal, numerically, to the difference between the heading $\Psi_s$ set forth by the air traffic controller and the current aircraft heading $\Psi_c$ (fig.1), that is $AT = \Psi_s - \Psi_c$.

Successful execution of the traffic controller command is only possible with minimum aircraft turning radius. Execution of the command with no altitude drop is determined by the relation

$$R_p = \frac{V^2}{gtg\gamma_t}$$

Where $V$ is flight speed, $g$ is free fall acceleration, $\gamma_t$ is the turn banking angle when changing the heading as set forth by the traffic controller.

Fig.1 The banking angle required for horizontal alter heading maneuvering
Note that $\tan \gamma_t$ is equal, numerically, to the acceleration factor (overloading) impacting the aircraft in horizontal plane.

The expression (1) yields that, for a given flight velocity, ensuring minimum turn radius requires large banking angles, which means large banking angle required to perform such a turn.

In automatic control systems of modern aircrafts, the $\gamma_s$ value is generally restricted at low altitudes, for safety, by the value of 15 degrees, while at mid or large altitudes it may reach 30 degrees. When maneuvering in horizontal plane following the traffic controller commands for sharp heading change, the aircraft crew chief shall change to manual control and change the aircraft heading at maximum possible banking.

Let us consider some avionic specificities of such maneuvering. We found that incorrect instrument readout may cause losing spatial orientation (LPO) by the aircraft crew, especially in a new generation aircraft equipped with a direct reading gyrohorizon. Our study has shown that for aircrafts with such reading type, the risk of crossing the LPO threshold is 5.75 times as high as that of aircrafts with reverse reading gyrohorizons. That is, it may be stated that the risk of crossing the LPO threshold for a B-737 aircraft is nearly 6 times as high as that of Il-62M (based on real data used for the comparison).

To prevent such situations, we are proposing a method of modeling the situation of an aircraft crossing the LPO threshold. The method makes it possible, based on analysis of regular flight data, to predict probability of crossing the LPO threshold for a specific crew. If there is such probability, the crew shall be subject to some anti-stress procedure aimed to lower the risk [1].

It is worth to note that currently, much consideration is being given to the LPO issue [2] with sharp publication growth.

Previous researches carried at the Avionics Department have shown that factor errors may cause syllogisms in navigation task solutions [3].

We have shown that it may be possible to use existing mathematical approaches for determining right or left banking risk, but there is no possibility to calculate the risk of losing the banking direction. This is the intrinsic disadvantage of the risk measuring method. We proposed a new method of modeling and assessment of losing the banking angle direction by flight crews with use of modular distributions of flight parameters [1].

**Modular Transformation Method.**

Modeling with large banking angle (LBA) modular distributions is not only a means of LPO elimination, but also a rather effective prediction method for prevention of flight accidents caused by LPO based on additional analysis (using the procedure included) of data acquired from express analysis of flight data interpretations. It is well known that such primary flight parameter analysis is performed with no functional transformation of the main flight parameters (banking, pitch, heading, altitude, etc.) as random values.

The primary analysis, as has been said already, is based on double-way tolerances in compliance with flight restrictions, with the aircraft control rules not spreading beyond the scope of direct analysis for these parameters or their angular values registered by the aircraft control unit.

However, to solve the problem of light crews losing their LPO, it is necessary not only to use direct flight parameter processing in various coordinate systems but processing with functional transformations of alternating sign parameter moduli or other transformation of random parameter value deviations in flight [4, 5].

Figs. 1 and 2 show distribution types for various aircraft types (B-737 and Il-62 M). It is evident from the figures that these logarithmically normal distributions are qualitatively different in their canonical part widths and “tail” characteristics (“tail” length and area, “tail” effect levels, etc.)

In real flights, modular distributions vs. maximum banking occurred to be logarithmically normal. However, it is worth to note that replacing modular distributions with modular ones and additional transformation of distribution rules are rather complex in their structures and transformation nature. Actually, modular distributions are heterogeneous, in relation to source distribution mean-square deviation (dispersion): the larger dispersion is associated with the modular
distribution that is closer to a logarithmically normal one. For an example, let us consider an experimental data array \( \gamma_{\text{max}} \) for selection of a theoretical distribution.

Conclusions

1. Taking into account that flight crews lose banking changing direction at large banking angles, modular transformations ought to be used for the mathematical model. Modular values allow to introduce uncertainty in determination of LBA direction.
2. An important aspect of the LPO problem solution is measuring LBA risks using modular distributions to prevent flight accidents.

3. Modular statistical and probabilistic flight distributions, when using aircrafts of various generations, make it necessary to consider two types, alternating sign and index, of warning when flying at large banking angles.

4. With alternating sign warning, determination of LBA direction is an automatic function, while with index warning it is the task of the crew increasing their workloads and the LBA risk.

5. Asymmetry of modular distributions makes it possible to discriminate distribution canonical (normal) parts and “tails”. Taking into consideration that the logarithmical distribution “tail” bears information about large flight parameter deviations and, hence, large banking angles, it becomes possible to measure LBA risks via proportion of canonical and “tail” distribution parts.

6. Modular distribution flight parameters are, in their probabilistic nature, logarithmically normal rules of certain asymmetry having logarithmic distribution “tails”.

7. When analyzing the new model of error causality, it becomes necessary to use generalised variation approaches, the mathematical apparatus used for analyzing maximum deviation parameters over the areas of enforced Sechenov’s reflexes.
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INFORMATION STRESS FACTORS AND DIAGNOSIS TECHNICS FOR AIR TRAFFIC CONTROLLERS

The features of the information stress and the factors that cause them are considered. Biochemical and physiological markers for stress determination are studied.

Stress is often considered as a particular functional state and at the same time as a psycho-physiological reaction of organism to environmental influences that go beyond the boundary of adaptive rules.

The term "stress" was created by Hans Selye in 1929. Originally, Selye used the term "stress" to describe the totality of all non-specific changes (inside the organism), functional or organic. One of his last definitions of stress is that "non-specific reaction of the organism to any demand from the outside" (Selye, 1974) [4].

Thus, in general, stress is a nonspecific component of adaptation, which plays a catalytic role to attract energy and plastic resources for adaptive alteration of the organism.

The stimulus that causes the stress reaction is called a stressor. Due to the features of the stimulus, there are at least two versions of stress: physical (physiological, with one signal) and psycho-emotional (with two signals).

The problem of stability and reliability of the human operator in the conditions of extreme factors and the development of psychological distress has attracted a great attention and gained some shapes as an independent area of research due to the development of technology, automatic control systems, and especially the computerization of all spheres of activity [3].

The operator’s profession in the system of air traffic control (ATC) is characterized by high psychological-emotional and intellectual orientation, and is one of the most stressful and emotionally intense types of professional activities. The operator's performance and its ability to carry out the work on time and accurately depends not only on the capacity of the air traffic control system, and the safety in general.

Activities of ATC operator is associated with the periodic, sometimes quite long and intense exposure of (or the expectation of exposure) the extreme values of professional, social, and environmental factors. This exposure is accompanied by negative emotions, overstrain of physical and mental functions and activity degradation. Psychological stress is the most characteristic mental state, developing under the influence of ATC factors.

Development of stress in the extreme conditions of operator’s activity can be also connected with the possibility, expectation, the threat of exposure of various stimuli of physico-chemical, psychological (personal), organizational and professional nature on ATC operator. On this basis, this condition can be regarded as a typical form of professional stress. On the other hand, the features of the regulatory mechanisms of this mental state can be referred to the category of psychological stress.

These studies show that in the conditions of influence of the extreme values of information professional factors on the ATC operator the changes in biochemical reactions, a number of physiological functions and some psycho physiological parameters specific for the effects of physical and chemical stressors and which are non-specific adaptive response of the organism were observed.

Non-specific adaptation processes under the extreme exposure of information factors allow us to consider the development of mental state as an information stress of ATC operator.
This kind of stress can be defined as a state of increased mental stress, with symptoms of functional somatic and mental disintegration, negative emotional experiences and performance disturbance resulting from adverse effects of factors of information interoperability of specialist in his professional activity.

Information stress - is a state of ATC operator that is the result of information overload, when he cannot cope with the task, has no time for correct decisions in the required tempo with a high degree of responsibility for the consequences of decisions.

The most common factors causing stress of the information content in the process of professional activity of ATC are:

- Semantic - a) lack of information, b) contradictory information, c) the subjective complexity of the problem, d) low subjective probability of information entry and perception, e) the subjective information risk, f) the redundancy of information, g) the subjective complexity of the problem, h) subjective uncertainty of the presented information, etc.

- Temporal - a) lack of time, b) a high rate of information presentation, c) arrhythm of the information presentation, d) the uncertainty of the received signal time (unexpectedness), e) increasing information flow, and f) increasing rate of the information presentation, etc.

- Organizational - a) a low probability of an objective presentation of information, b) the objective uncertainty of the moment of information presentation, c) wrong choice of necessary information, d) attention distraction, e) signal omission, f) combined activity, g) the objective complexity of the problem, h) an objective danger of the situation, etc.

- Technical - a) the refusal of the information system, b) interferences in networks, c) signal lock, d) signal shutdown, e) information distortion, f) false information, g) signals interference, h) a contradiction of information signs of the situation, i) insufficient graphic structuring of information, j) mismatch of signal information characteristics etc [2].

How does the information stress express? It is known that the manifestation of the response reactions on the psychological stress can arise depending on the functional system of response and processes that form the behavior of the individual organism during the interaction with the environment.

The difficulty of stress determination has the ambiguity of understanding. Considering the literature definitions of stress, it is assumed that the term stress is not determined by the reaction, but a state of homeostasis, providing the necessary human activity in certain environmental conditions. Stress response is the change of activity level under the influence of various stressors [1].

Biology has progressed in this field greatly, elucidating complex biochemical mechanisms that appear to underlie diverse aspects of stress, shining a necessary light on its clinical relevance and significance.

Despite this, science still runs into the problem of not being able to settle or agree on conceptual and operational definitions of stress. Because stress is ultimately perceived as a subjective experience, it follows that its definition perhaps ought to remain fluid. For a concept so ambiguous and difficult to define, stress nevertheless plays an obvious and predominant role in the everyday lives of humans and nature alike.

There have been many attempts to identify the most sensitive indicators (markers) of psychological stress both biochemical and physiological one. It is noted that the sharp changes occur in the individuals whose level of these constants was higher or lower than the rest. Although the biochemical and physiological indicators of emotional stress reaction are individually very variable, however, we select some of them, with a help of which it will be possible to determine the stress on ATC operator.

The indicators (markers) of heart rate and galvanic skin reflex are the most informative. These two indicators of emotional stress experience the impact of the basic components of emotional reaction (need intensity and prognostic efficiency estimation directed for its satisfaction).

As for the biochemical markers, we can use hemoglobin level of bilirubin and glucose in the blood of ATC operator.
During the stress the hormones (cortisol, epinephrine) come into the blood which rapidly exceeds the level of glucose due to its release from the liver (liver is a place of glucose storage in a modified state - glycogen). This phenomenon is a protective reaction of the organism. As the glucose is the main source of energy, it provides a high level of the body's ability to respond the external stimulus. Consequently, even at the slightest stress a significant hyperglycemia can be observed. When the stress passes, the glucose level returns to normal.

Information stress causes marked reduction of the affinity of hemoglobin for oxygen in the blood, which in turn increases the oxygen tension in hepatocytes and activates free-radical processes in the liver microcosms. Therefore, the hemoglobin level reduces, and at long-term effects of stress level of bilirubin increase.

Laboratory tests of blood, built on invasive techniques are associated with patients traumatizing, the possibility of infection, as well as a fairly lengthy procedure of obtaining a diagnostic result. Therefore, to diagnose the state of air traffic controller it is preferable to use non-invasive methods for determining blood parameters that are superior to laboratory efficiency, effectiveness and economy.

Therefore, a combined non-invasive electro-optical device hemobiliglyukometr (HBG-1) was developed for the diagnosis of adverse effects and stress on the operator’s body. It incorporates new approaches to the processing and correlation of the received information, as well as ergonomic design was developed [6].

Non-invasive measurement of blood parameters such as bilirubin, hemoglobin and glucose in combination with psycho-physiological tests will allow to fully characterize the state of the air traffic controller and depending on the received load improve the efficiency of their operation.

The study of information stress problem in the activity of ATC operators related with the need to clarify the role of various information factors in the formation of the state of stress and mental mechanisms of regulation of this state, the value of personal psychological characteristics in its development, individual susceptibility and the resistance to the stress factors effects, etc.

Identification of psychological patterns of information security activities of the ATC operators, psycho-physiological processes of regulation of labor activity in its interaction with the means of information display and control, and the development of principles and guidelines of reliability support should be the subject of productive researches.

The study of the causes of information stress and mechanisms of their formation will help to reduce their impact on the ATC’s body, thereby enhancing his professional reliability.
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METHODS OF AIR TRAFFIC CONTROLLERS ANTI-STRESS TRAINING

Consider work features of air traffic controllers. The main negative factor in their work is stress. Proposed a combined method for determining the stress effect. It’s using anti-stress training on the software package "Anti-console" with noninvasive diagnostic blood parameters.

The problem of stability and reliability of the human operator under the action of extreme factors and the development of psychological stress has attracted attention and gained some shape as an independent area of research due to the development of technology, systems of automated production management, and especially the computerization of all spheres of activity.

Air traffic controllers are people trained to expedite and maintain safe and orderly flow of air traffic in the global air traffic control system. The position of air traffic controller is the one that requires highly specialized knowledge, skills, and abilities. Controllers apply separation rules to keep aircraft at a safe distance from each other in their area of responsibility and move all aircraft safely and efficiently through their assigned sector of airspace.

Because controllers have an incredibly large responsibility while on duty (often in aviation, "on position"), the ATC profession is consistently regarded around the world as one of the most challenging careers, and can be notoriously stressful depending on many variables (equipment, configurations, weather, traffic volume, human factors, etc.).

Duty of air traffic controllers is characterized by high psychologically-emotional and intellectual orientation and belongs to the most stressful and emotionally intense types of professional activities. From the efficiency of the controller and their ability to perform their work in time and accurately depends not only the capacity of air traffic management, but also safety in general [3].

Air traffic in modern conditions is a highly complicated problem that is connected with human and organizational factors. It is directed at minimizing the negative basic processes that may occur. These negative processes include various accidents, such as crash, disasters, precedents and other events. In organizing work of air traffic controllers it is necessary to analyze and identify patterns of activity with new approaches to develop new performance indicators, means of improving the work of air traffic controller in normal and extreme conditions.

Statistics on Aviation accidents show that the percentage of accidents, air traffic controllers are responsible for is large enough and it’s necessary to optimize their performance. Unfortunately, nowadays, approaches used in the ergonomics, engineering psychology, aviation psychology, aviation medicine and other areas connected to operational factors make it impossible to qualitatively improve the efficiency of air traffic controllers. This is caused by the fact that these approaches are used without a moment analysis of the actual load of air traffic controllers, their degree of fatigue, and loss of workability. That is why the efficiency of air traffic controller can vary in considerable range at normal and stress conditions.

Stress is a factor that has the greatest negative effect on professional activities of air traffic controllers, because it affects the quality of their work. Stress has an effect on such psychological
parameters as the perseverance of attention, logical thinking, spatial imagination, the mobility of nervous processes, memory and several of physiological processes - heartbeat, blood pressure, etc.

The level of stress and body state of air traffic controllers can be estimated using the following experiments: psychometric test "Внимание" on the Schulte tables, blood pressure, tremor, and the surface temperature of the hands. It’s recommended to conduct psychometric test on air traffic controllers on the anti-consoles of the workplaces using a special software package "Anticonsole" testing change of the blood parameters during the load test, as well as before and after them, in addition to these experiments.

Anti-stress training relates to aviation domain such as flight controls, especially to methods for determining the health and preparedness of pilots and air traffic controllers to perform their duties with integrated avionics failures. Anti-stress training is a way to prevent accidents caused by aircraft of the human factor, due to unpreparedness of pilots and air traffic controllers to complex avionics failures in its operation.

Anti console is the technical device. It’s operating principle opposite to the principle of common console. The software package "Anti-console" is based on a failure occurs, the software in avionics in the aircraft operator's air traffic control rather than in the usual sequence of keys to change the remote control.

Anti-stress training of pilots and air traffic controllers in case of failures of aviation equipment during its operation using a set of "Anti-console" helps to reduce the number of pill-prepared operators, admitted to the performance of their duties. It will reduce the number of accidents by getting statistical data and analysis of "handwriting" of the operator under normal conditions, a single failure and complete failure of aircraft [2].

To obtain more complete information about the state controller in anti-stress training and checking measurements of some parameters of blood should be performed. This will not only get reliable information about the state of the operator, but also allow estimating the dynamics of changes of their condition during the stress effects and after them.

Laboratory tests of blood based on invasive techniques are associated with injury of patients, the possibility of infection, as well as long procedure of obtaining a diagnostic result. Therefore, for diagnosing the state of air traffic controllers is preferable to use non-invasive method for determining blood parameters that exceed laboratory methods of, effectiveness and efficiency.

When you select blood parameters to estimate the intensity of the negative effects of stress and tiredness on air traffic controllers some requirements should be considered that significantly increase the information content and quality of assessment:

1. The parameter must vary significantly in the period from the beginning of the negative impact until the recovery period.
2. The parameter should be highly correlated with a measure of negative impact.

These requirements correspond to bilirubin, hemoglobin and glucose, which can not only help to identify the air traffic controller’s stress, but also their deviation from the norm, may indicate developing diseases associated with stress.

**Hemoglobin** is the iron-containing oxygen-transport metalloprotein in the red blood cells of all vertebrates as well as the tissues of some invertebrates. Hemoglobin in the blood carries oxygen from the respiratory organs to the rest of the body where it releases the oxygen to burn nutrients to provide energy to power the functions of the organism, and collects the resultant carbon dioxide to bring it back to the respiratory organs to be dispensed from the organism [6].

At increased hemoglobin there are observed fatigue, drowsiness, partial or complete loss of appetite, blurred vision and pale skin. The symptoms of low hemoglobin are: general weakness, dizziness, shortness of breath, palpitations, fainting, drowsiness and headache.

A problem for obtaining accurate data may be the emotional state of the patient, when hemoglobin is measured non-invasively. With excitement initial blood concentration per unit of surface area of skin can increase, the person blushes and this causes an error in the determination of hemoglobin levels noninvasively.

**Bilirubin** is the yellow breakdown product of normal heme catabolism. Bilirubin is excreted

---
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in bile and urine, and elevated levels may indicate certain diseases. It is responsible for the yellow color of bruises, the yellow color of urine, the brown color of faces, and the yellow discoloration in jaundice [6].

Research of recent decades has shown that the low value of bilirubin may indicate coronary heart disease. Elevated levels of bilirubin may indicate a liver disease, intoxication, violation of the right of the digestive enzymes.

Pigmentation of bilirubin appears in the upper layers of the skin. For non-invasive measurement of bilirubin to the patient is required to bleed section of skin tissue by applying pressure of 105 Pa to avoid the error caused by the presence of hemoglobin.

Glucose is a simple sugar (monosaccharide) and an important carbohydrate in biology. Cells use it as the primary source of energy and a metabolic intermediate. Glucose is one of the main products of photosynthesis and fuels for cellular respiration. Glucose exists in several different molecular structures, but all of these structures can be divided into two families of mirror-images (stereoisomers) [6].

During stress into the blood stand out hormones (cortisol, epinephrine) that quickly increase blood glucose due to its release from the liver (liver - a place of storage of glucose in a modified state - glycogen). This phenomenon is a protective reaction of the organism. Since glucose - the main source of energy, it provides a high level of the body's ability to respond to a foreign stimulus. Therefore significant hyperglycemia can be observed even at the slightest stress. The glucose level returns to normal, when the stress is over [4].

Stress causes a pronounced decrease in the affinity of hemoglobin for oxygen in the blood, which in turn increases the oxygen tension in hepatocytes and activates free-radical processes in the liver microsomes. It will therefore be a reduction in the hemoglobin level, and at long-term effects stress increase in the level of bilirubin.

Nowadays non-invasive optical-electronic devices measure, mainly one parameter of blood. They use a broadband pulsed light source with a further analysis of the absorption of light at certain wavelengths due to narrow-band interference filters and separate photodetectors.

Therefore, especially for the diagnosis of negative impacts of stress on the body of the air traffic controller a combined non-invasive electro-optical device hemobiliglucometer (HBG-1) was developed. It incorporates new approaches to treatment and correlation of the received information and also ergonomic design was developed [6].

Non-invasive measurement of blood parameters such as bilirubin, hemoglobin and glucose in combination with psycho-physiological tests will allow to fully characterize the state of the air traffic controller and depending on the received load improve the efficiency of their operation.

The goal of this work is at the prevention of accidents associated with the increasing complexity of air traffic controller’s activity and also to identify patterns of activity operators and their teams in the navigation service systems and motion control.
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MODEL-BASED DESIGN OF AUTOMATIC FLIGHT CONTROL SYSTEMS

The article deals with the model-based approach to the design of automatic control systems which used for safety critical systems. Advantages of this approach by illustrative example and opportunity of practical use and its manufacturing application are showed.

Design technology of AFCS (automatic control systems) for aircraft is mostly formed so far. There are three major developments in technology design:

1) The creation of mathematical software for modeling the dynamics of controlled movement of aircraft;
2) Software development (on-board programs);
3) Design bench set for semi-natural simulation.

This paper shows the opportunity of using model-based approach for the first development. The model-based design – is an efficient and cost-effective way for control system design. Instead of physical prototypes and text specifications in model-design model is applied. This model is used in all stages of development. This approach to design allows to carry out simulation of whole system entirely as well as its components, in addition to select and justify the structure of the AFCS, to analyze the stability of the system and show compliance of specification requirements for this control system with a given probability. There is a possibility of automatic code generation, testing in continuous mode and verification. Development of mathematical algorithms of synthesis ends in full mathematical model of a closed loop control, including in particular statistical modeling [1].

At the present stage of development of technology product design of aerospace vehicles, including AFCS (automatic flight control systems) for civil aircraft, we can see the trend of carrying the main volume of work on the stage of ground testing, which includes mathematical modeling and semi-natural bench modeling. This is due to primarily economic reasons, since the cost of identifying and eliminating defects at the stages of mathematical modeling, practicing bench and flight tests are in the ratio 1:10:100 [2]. It turns out that the volume of flight tests required for removal of previously unrevealed defects close to zero, and it is only to demonstrate the results achieved, because nearly 80% of all problems that arise when developing appropriate systems shall be decided on the ground. With the development of complex technical systems role of modeling in assessing the parameters of these processes increased considerably. This is explained by characteristics of research objects that are lying in the complexity of functional relationships between system parameters, environmental changing conditions and the estimated parameters.

Model-based approach can be used not only in preparing technical proposals and the formation of technical requirements for new objects but also on the stages of conceptual and technical design, and the debugging samples in closed systems and also on the stage of different kind full-scale tests that determine the characteristics of objects their debugging and possible to move from this stage to further testing or serve as justification for transfer objects to the serial production [3]. Model-based approach provides solving of the next tasks:

- justification of tactical technical requirements for AFCS;
- implementation of a preliminary analysis of the developed modes and laws of AFCS at the aircraft design stage (see Figure 1, Figure 2);
- Maintenance of semi-natural simulation AFCS;
- statistical analysis of approach mode with savings of material costs during flight test;
- development of recommendations setting paths automatic control during flight test AFCS that reduce time and material costs of full-scale test, certification and more.

As an example, consider the automatic control lateral movement of the main plane which
implements through the rudder channel and ailerons. Rudder channel provides short-damping oscillations around the normal axis and eliminates slip angle. Purposive roll and course control provides by ailerons in coordinated turn mode. Testing of the given angle and roll rate providing by simultaneous operation of ailerons and rudder. Development of automatic control laws of lateral movement is based on the principle of decomposition (separation) of ailerons and rudder channel. For this purpose, the original object of the lateral movement divides into two subobjects which are implement flat coordinated turn mode. The following software implementation of the above laws and an example of AFCS research in "Approach mode" with following conditions of research results made in the block simulation system of dynamic systems Simulink / Matlab:

![Fig. 1. Control law in ailerons channel (a) in rudder channel (b), roll angle set.](image)

![Fig. 2. Research of the AFCS operation in "Approach mode" (with wind disturbance Wz = - 15m / s).](image)

Figure 3-6 presents a brief analysis of the stability of lateral movement. It shows that the aircraft has a itinerary and transversal stability with small value of damping decrement.
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Fig. 3. Step-function gust response $PSI_{wind} = 5\ deg$ at $V_{np} = 430\ km/h$, $H = 11600\ m$; $m = 36000\ kg$; $\alpha_{fo} = 5\ deg$ (a), rudder impulse response (b), double rudder impulse response (c), Step-function rudder deviation response (d)

For a visual representation of simulation results FLIGHTGEAR as a tool for visualization is proposed (Fig. 4, 5) [4]. Choice of this flight simulator due to the possibility of free access to its source, and therefore more features unlike its commercial counterparts. In addition Matlab allows to combine Matlab model created in Simulink with virtual reality models of FLIGHTGEAR, created using 3D editors - VRML (Virtual Reality Markup Language) 3ds Max, AC3D, blender and more.

Conclusions

In many cases not possible to assess the qualitative properties of control systems by direct method - full-scale test- through objectively existing limited conditions of their test operation. This and the relative duration, the necessity to spend real resources of funds and engineering tools, significant economic costs of full-scale tests forced to seek more efficient ways of organizational
management for the control systems performance assess. A number of quite obvious advantages of model-based approach can promote it to first place among the methods of safety critical systems planning and research. However, it should be given and the main difficulties of this method - the results require a specific reliability qualification and comparison with the results of full-scale tests.

Fig. 4. Aerospace Blockset blocks providing interface to FlightGear.

Fig. 5. FlightGear visualization.
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APPLICATION OF HEAD-UP DISPLAY TO REDUCE PILOT'S INFORMATION STRESS LEVEL AND IMPROVE FLIGHT EFFICIENCY

Consider head-up display. Investigated the prospects for its use in modern civilian aircraft to decrease stress and increase awareness of the pilots.

Recently, Aviation is becoming more widespread and the number of annual freight and passenger traffic increases. Of course, the main and most important task lies with the pilot, in fact, he is responsible not only for the safety of passengers, but also for their lives. Under the influence of various factors (psychological, time of day, weather conditions, etc.), the level of attention, safety, performance can be significantly reduced. For example, in a plane crash in Colombia May 19, according to experts (airliner "Boeing 727" Colombian airline "SAM", which killed 132 people) was caused by the crew, for failing to navigate the difficult weather conditions. In favor of the version of the crew error according to a decryption of the "black box" discovered at the scene. In particular, the tape recording of conversations pilots shortly before the crash showed that they were too late to find that the plane was off course and flying too low. Hardly had the commander to order futures climb as the ship crashed into a mountain slope. Up to this point in the cockpit remained calm.

The main task nowadays is to provide the pilot with the advanced equipment, which will be extremely easy to use, but it will increase the efficiency of the pilot. During the flight, the pilot is constantly replaced by a point of attention up to 80 times per minute, which affects the psychological factors and reduces the pilot's attention. In order to reduce the load on the pilot can use the head-up displays.

The LED on the windshield, head-up display (HUD) - the system of the aircraft, designed to display a character - flight and navigation information on the background of the special circumstances behind the cab.

Use of HUD, would greatly reduce the likelihood of information overload (stress) pilot, who was forced to watch as both of the surrounding space, and for the readings of numerous devices.

Stress in this situation acts as a subjective response and reflects the inner mental state of tension and excitement, this state is interpreted as an emotion, defensive reactions and processes to overcome (coping processes), occurring in man[1, 2, 3]. These processes may contribute to the development and improvement of functional systems, but also cause mental stress [6, 7].

HUD is also used to display not only the symbolic information, but also more complex images - for example, to match the actual image area and the information received from the cameras, working in the infrared. This system allows you to fly at extremely low altitudes in low visibility conditions and at night [8].

How HUD constructed? It's designed as a display on the windshield. A typical HUD contains three primary components: a projector unit, a combiner, and a video generation computer.

The projection unit in a typical HUD is an optical collimator setup: a convex lens or concave mirror with a Cathode ray tube, light emitting diode, or liquid crystal display at its focus. This setup (a design that has been around since the invention of the reflector sight in 1900) produces an image where the light is parallel i.e. perceived to be at infinity.

The combiner is typically an angled flat piece of glass (a beam splitter) located directly in front of the viewer that redirects the projected image from projector in such a way as to see the field of view and the projected infinity image at the same time. Combiners may have special coatings that reflect the monochromatic light projected onto it from the projector unit while allowing all
other wavelengths of light to pass through. In some optical layouts combiners may also have a curved surface to refocus the image from the projector.

The computer provides the interface between the HUD (i.e. the projection unit) and the data to be displayed and generates the imagery and symbology to be displayed by the projection unit [8].

In the development of ILS systems require special attention the following factors:

- the surface on which the image should be completely transparent and does not interfere with the review;
- generated image must be collimated (projected at infinity) - otherwise the pilot will have to continually re-focus vision when switching focus from an object in space out of the cockpit on the readings of HUD. Being projected to infinity, the image of the HUD is seen always in focus, regardless of where the pilot is looking, and does not require time-consuming for accommodation.

Existing HUD divided into two types:

- Fixed - consisting of high-brightness electron-beam instrument (EBL), and combined with an optical system projecting an image on the screen in the EBL space out of the cockpit.
- Helmet-mounted - in which the screens are output to the image attached to the helmet pilot. A special system tracks the position of his head, and provides a display on the screens of the relevant information. Determination of the position of the head pilot, and hence the angular coordinates of the line of sight, it allows you to support that goal, which is currently facing his eye. This type of HUD are both monocular (more common), and binocular.

For the entire period of the pilot, from takeoff to landing and finishing exposed psychological various stress. A significant role is played by the attention and concentration, which can increase the pilot using this system (by reducing the number of sensors that will be displayed directly on the windshield) [5,6,7].

Typical aircraft HUDs display airspeed, altitude, a horizon line, heading, turn/bank and slip/skid indicators.

There are other symbols and data available in some HUDs:

- boresight or waterline symbol—is fixed on the display and shows where the nose of the aircraft is actually pointing.
- flight path vector (FPV) or velocity vector symbol—shows where the aircraft is actually going, the sum of all forces acting on the aircraft. For example, if the aircraft is pitched up but is losing energy, then the FPV symbol will be below the horizon even though the boresight symbol is above the horizon. During approach and landing, a pilot can fly the approach by keeping the FPV symbol at the desired descent angle and touchdown point on the runway.
- acceleration indicator or energy cue—typically to the left of the FPV symbol, it is above it if the aircraft is accelerating, and below the FPV symbol if decelerating.
- Angle of attack indicator—shows the wing's angle relative to the airflow, often displayed as "\( \alpha \)."
- navigation data and symbols—for approaches and landings, the flight guidance systems can provide visual cues based on navigation aids such as an Instrument Landing System or augmented Global Positioning System such as the Wide Area Augmentation System. Typically this is a circle which fits inside the flight path vector symbol. Pilots can fly along the correct flight path by "flying to" the guidance cue.

Since being introduced on HUDs, both the FPV and acceleration symbols are becoming standard on head-down displays (HDD). The actual form of the FPV symbol on an HDD is not standardized but is usually a simple aircraft drawing, such as a circle with two short angled lines, (180 ± 30 degrees) and "wings" on the ends of the descending line. Keeping the FPV on the horizon allows the pilot to fly level turns in various angles of bank [8].

In the given situation pilot serves like an operator. It is known that the most characteristic feature of operator activity is mediated by the perception of the outside world and a managed object using the information model. Encoding information on the means of its representation, the use of automation systems deprives a person of a number of significant natural features of control objects, makes it difficult to form an adequate mental image of the object and situation. The transfer of some
functions of information training solutions and management of the facility increases the importance of automatic devices for monitoring their performance, resulting in the need to maintain high vigilance and preparedness interventions in the management. Using of control systems of coded information, its representation in a limited space in discrete units, or simultaneous mode are reflected in the processes of forming and maintaining the operational mental images of their interference, mutual induction, or coordination, which ultimately determines the level of sustainability of professionally significant qualities and mental health operator [2].

Any kind of psychological stress (personal, interpersonal, familial, professional, etc.) is basically the information that is the source of its development are external messages, information about the current (actual) or expected, the likely impact of adverse events, or threat of "internal" information in the form of past performances, retrieved from memory information about the psyche of traumatic events, situations and their consequences. These reactions are usually related to the production of negative emotions, the development of anxiety throughout the existence of a conflict situation (real or imagined) until it resolves or subjective overcome this condition. So, in these kinds of psychological stress of unfavorable and dangerous event is the starting point in determining risk of its occurrence, and forming a sense of anxiety, tension on the basis of the functional actualization mental image of the situation of professional activity. In control systems, information processes are the main content of professional work, and arising in the solution of labor problems of problem situations, failures of equipment, the critical modes, erroneous actions, and other disorders that entail adverse effects up to the accidents and disasters, develop on the background of the impact of objective and subjectively very important signal information or misrepresentation, breach of information security management process. In these circumstances, the information is not only a source of information about threatening, difficult, dangerous event, but also a means of regulating the process of countering violations of the emergency exit, and thereby overcome the feeling of anxiety for the poor of its outcome [2].

Steps to resolve the problematic situation in the event of erroneous (delays, inaccuracies) may themselves cause worsening of the problematic, increasing the negative effects of stressful situations. Thus, the operator of the process of information security management system that is associated with signaling the emergence of abnormal modes of operation, the solution of problem tasks, parry, or prevention of violations in the facility, etc., is the main source of information about the threat of adverse effects or consequences . The role of emotions, negative emotions, mental images of actualization of problem situations and their outcomes in these circumstances, certainly large enough, but the dynamism and efficiency of the flow of critical events, the need for intensive (in tempo, volume, variety acts, etc.) activities, availability of information overload, requiring considerable (sometimes excessive) intellectual effort, exhibit the most peculiar features of this type of stress.

The next aspect of the content of the concept of "information stress" is to determine whether the mental state that forms under the influence of extreme values of informational factors, classified as stress. Traditionally, the term "stress" is used to denote non-specific biochemical, physiological and psychological manifestations of activity in the adaptive response to the extreme impact of any significant factors for the organism. Through the deployment of non-specific adaptation processes the body maintains a certain period of time, the integrity and vitality when exposed to stressors. Obviously, non-specific adaptation processes perform stabilizing functions in response to the extreme effects due to consumption of "resources" compensatory functions, resulting in the organism may be possible to meet the challenges before him life problems [2].

Specific areas of study of mental stability of the human operator and psychological stress are largely due to the nature of accidents in transportation, manufacturing, energy, and the urgent tasks of ensuring the effectiveness and safety. Significant influence on the content of these studies have a number of provisions and concepts developed in psychology, namely the systematic organization of operator activity, regulation of mental states, the regulatory role of the mental image of "personal" and "human" factor, the psychological system activity and several others.
The basic psychological features of the operator’s activity were the subject of a comprehensive study over the past few decades. In most of these studies the problem of functional stability of the human operator and the stress in a direct statement has not been studied specifically, although a number of issues addressed in it had a connection with this problem. In the category of stress studies often used as a characteristic of the mental state of the human operator or the price of its activities. However, there is no doubt that the study of the causes, mechanisms and consequences of stress and its impact on the quality of a particular management system is necessary to study the factors that characterize the procedural features of operator activity and functional manifestations of human labor activity under these conditions. It is obvious that the value of the functional characteristics of the labor process, laws of manifestation and working to ensure the activity of the human operator, the mechanisms of regulation of his conduct and condition of the extreme conditions make it possible not only to assess the mental state and especially its impact on the reliability of the activity, but also to justify specific recommendations for the maintenance of its at the required level.

The introduction of this system can significantly reduce crashes and accidents by reducing pilot workload information. After the pilot should to have a wide range of information, it checks that must be constantly, switching attention from one sensor to another, thereby reducing the overall level of attention and increases the likelihood of human errors. If the ship "Boeing 727" was fitted with the equipment, the catastrophe could have been prevented, saving the lives of passengers. On most modern aircraft (which are not only available but also have committed traffic) you can install this system. Comfort, and most importantly the life and safety of passengers depend on the pilot, so to ensure its maximum efficiency is a major concern of designers and engineers.

In addition, the use of HUL will greatly reduce the pilot’s information stress. They will receive more detailed information on the status of the aircraft in the air.
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The present article the authors analyzed the status and relevance of a model close to the real through the use of mathematical tools of game theory and operations research to assess the imaging parameters crewflight information displays for civil aircraft. The authors examined the mechanism of interaction between different components of a single process of testing the readiness of civil aircraft in flight, as factors of influence on the perception of human visual flight information.

Analysis of the last researches, the decision of problem of intercommunication of effects which are investigated for perception of high-quality flight information a crew on displays in the booth of airplane with application of CALS and their influence on quality of images [1] consists in that which is considered impossible decision of problem of optimum of process of analysis unassisted development of modern positions of theory, is founded in which.

The problem is to study the relationship of various characteristics of the images and their impact on the quality of flight information displays for aircraft cabins [1] using CALS-technologies. In the process of experiments on a designing complex will assume that an image is characterized by a two-dimensional function \( \xi(x,y) \), then for the small on sizes area of image areas on the cabin display of kind, in, \( x, x+\Delta x, y+\Delta y \) it is suggested to find a function

\[
F_{xy}(\omega_x, \omega_y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \xi(x,y) e^{-j(\omega_x x + \omega_y y)} dxdy ,
\]

where \( \Delta x, \Delta y \) are circular spatial frequencies.

The signals of image are proportional to linear spatial frequencies \( \nu_x \) and \( \nu_y \) (taking into account a coefficient \( 2\pi \)). Naturally, that the different areas of image of flight information on displays in the booth of airplane can have different functions \( F_{xy}(\omega_x, \omega_y) \). Than anymore a size changes \( \xi(x,y) \) within the limits of the considered area, the area of spatial frequencies, in which a function \( F_{xy}(\omega_x, \omega_y) \) is substantially different from a zero, becomes wider. An area of existence of local spatial spectrum will be the wider, than any more on this area meets shallow details or than higher level of the signal of image processing. If in the formula (2) of integration to carry out an image within the limits of all plane, that sumarize all values of local spatial spectrums, then will get the so-called two-dimensional spatial (general or integral) spectrum of all image of flight information on displays in the booth of airplane

\[
F(\omega_x, \omega_y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \xi(x,y) e^{-j(\omega_x x + \omega_y y)} dx dy ,
\]

From expression (3) to reverse transformations of Fourier [6] will pick up thread the function of signal \( \xi(x,y) \) of all image. Decision of a number of tasks to the analysis of local and general two-dimensional spatial spectrums of images it appears useful enough. That, at the analysis of images in linear processes, their influence on a signal is simpler determined in spectral presentation, what at research of changes of signal. A linear process can be described spatially frequency by description, that allows by simple correlation to link the frequency spectrums of entrance and initial (in relation...
to a process) signals of image spatially.

A research purpose is upgrading of perception of images on the displays of airplane taking into account influence of descriptions of displays, equipment of visualization and intercommunication of descriptions of the lighted up flight information on displays in the booth of airplane.

New approach for the decision of problems consists in that in our raising of task by analogy with determination of local two-dimensional spatial spectrum of image will enter the concept of local two-dimensional power spectrum \[ S_{xy}(\omega_x, \omega_y) = |F_{xy}(\omega_x, \omega_y)|^2. \] (4)

The proper method from expression (4) is determine the power spectrum of all image (as a sum of local power spectrums of all areas of image). Physical maintenance of power spectrum of image is related to relative energy which carries in itself the signal of image on unit of area of image (therefore more faithful to name his spectrum powers or by the spectral closeness of power) in the interval of frequencies \( \omega_x - \omega_x + \Delta \omega_x, \omega_y - \omega_y + \Delta \omega_y \). So, for example, if a function \( \xi(x,y) \) is a size, which determines light streams which emanate different parts of image, then functions \( S_{xy}(\omega_x, \omega_y) \) and \( S(\omega_x, \omega_y) \) is the frequency distribution of specific values of spatial power of these light streams on the range of spatial frequencies accordingly for a local area and all image.

A scientific result consists in the following: it is experimentally set, if in the process of design to conduct the analysis of information on the power spectrum of primary function \( S(\omega_x, \omega_y) \) by reverse transformations of Fourier, then by analogy with a formula (4) obsessed quadratic description of signal of image, and by reverse transformation of Fourier get the autocorrelation function of image
\[
R(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S(\omega_x, \omega_y) e^{i(\omega_x x + \omega_y y)} d\omega_x d\omega_y. \] (5)

An autocorrelation function can be certain both for the area of image and for all image on the whole. For final functions \( \xi(x,y) \) middle statistical descriptions of which do not depend on the order of their adding up, the operation of transformation of autocorrelation function is simplified, because \( R(x,y) \) the not co-ordinates of pixel are taken into account in expression, but only their difference. For one-dimensional presentation of signal of image an autocorrelation function can be certain as
\[
R(\lambda) = \frac{1}{L} \int_0^L \xi(l) \xi(l + \lambda) dl, \] (6)

where \( L \) - is length of involute of all image.

As an autocorrelation function is quadratic description, it is always positive and diminishes on a size with growth \( \lambda \). At \( \lambda \rightarrow L, R(\lambda) \) aspires the mean value of size to the square \( \xi \). At \( \lambda = 0 \)
\[
R(0) = \bar{\xi}^2 = \xi^2 + \sigma_\xi^2, \] (7)

where \( \xi(l) = \bar{\xi} \). \( R(0) - R(\lambda) = \sigma_\xi^2 \) - characterizes part of power, related to the rejections of size, that is why it is suggested to name variable component power of signal of image.

Thus, \( R(\lambda) = \bar{\xi}^2 \) answers permanent component power of signal of image. As \( R(0) \) equals a sum permanent and variable component powers, it determines complete power of signal of image. In an order to get more universal description which does not depend on concrete values of \( \bar{\xi} \) and \( \sigma_\xi^2 \), it is possible to pass from the function of autocorrelation to the coefficient of autocorrelation
\[
r(\lambda) = \frac{R(\lambda) - \bar{\xi}^2}{\sigma_\xi^2} \] (8)

If a function \( R(\lambda) \) changes from complete to permanent component power of signal, then \( r(\lambda) \) changes from 1 to 0. Transition from the function of autocorrelation to the coefficient of autocorrelation equivalent to replacement of power spectrum \( S(\omega) \) the rationed power spectrum \( S(\omega)/S(0) \).

Exposition of basic material of research. For description of frequency and power spectrums
different numerical parameters are entered, for example maximum frequency of spectrum, coefficient of autocorrelation which is a function from \( \lambda \). Therefore the autocorrelation function of image \( R(\lambda) \) can be characterized by an integral to autocorrelation \( \lambda_0 \). An interval of autocorrelation is the parameter of estimation, which determines the local or general for all image sizes of distances, which display elements are highly enough correlated at. For determination of interval of autocorrelation arbitrary suppositions are accepted. More frequent all the interval of autocorrelation is set at minimum values \( r_{min} \), accepted here, that at \( r < r_{min} \) intercommunication of display elements is unimportant. Than anymore interval of autocorrelation, the more so interdependent display elements. Sometimes for finding more comfortable to use other assumption, which a width of rectangle (with a height even of unit) the area of which equals an area under a curve is at. In this case an integral \( \lambda_0 \) is determined by the equivalent integral of reliable cross-correlation connection.

The first method of determination \( \lambda_0 \) is any more comfortable for practical realization of tasks on measuring of cross-correlation intercommunications of display elements, and the second method of determination \( \lambda_0 \) - for his theoretical analysis. Under effective maximum frequency of power spectrum \( \omega_n \) will be to understand the width of such even spectrum in which complete power equals complete power of this concrete spectrum

\[
\omega_n = \frac{1}{S(0)} \int_0^\infty S(\omega) \, d\omega .
\]  

(9)

Experimental researches rotined in the process of design, that the autocorrelation functions of brightness of flat images were well enough approximated on the average by exponential dependence

\[
r(\lambda) = e^{-q^2} ,
\]

(10)

where \( q \) - is a constant the size of which depends on the type of image.

After numeral mathematical transformations obsessed results of design of process of picture of displays necessary generation for high-quality perception by the crew of flight information. It is set, in the images of flight information on displays in the aircraft cabin is no clear enough orientation in some certain direction and next transformations of images is produced, mainly, in the optical and electron-optical systems with application of izotropic materials of display. Dvomirny power spectrum of izotropic image in arctic co-ordinates at exponential to the autocorrelation function looks like

\[
S(\omega_n) = \frac{q_p}{\sqrt{2\pi}(q_p^2 + \omega_p^2)^{3/2}} ,
\]

(11)

where \( q_p \) - is a constant the size of which depends on distance between pixels.

For images, which have a coefficient of autocorrelation as экспоненнафункция function (11) and the rationed power spectrum (12), interval of autocorrelation \( \lambda_0 \) and effective maximum frequency \( \omega_n \), depend only on the co-ordinate \( q \)

\[
\lambda_0 = \frac{1}{q} \text{; } \omega_n = \frac{\pi}{2} q
\]

(12)

On (Fig. 1) the graphic arts of coefficients of autocorrelation of four colors of flight information are resulted on displays in the booth of airplane, measured by an optical correlometer. The coefficient of correlation of the objective measurings and subjective estimations appeared observers even 0.98. Therefore in future we will use a term rizkistna characteristic image, meaning all autocorrelation function (or power spectrum) of image hereunder, including, as one of its important parameters is a value of derivative coefficient of autocorrelation at the beginning of co-ordinates \( q \). The size \( q \) depends on frequency maintenance of image, in particular from specific gravity in him sharp changes of brightness, shallow details, and also from description of previous processes of transformation of image of flight information on displays in the booth of airplane. It is suggested also to get the function of closeness of distributing of parameter \( q \). Zero values \( q \) answer the base-line areas of image, maximal values \( q_{loc.max} \) are arrived at in those areas, where the signal of image has maximal changes. On an interval \( 0 - q_{loc.max} \) the general beds for all image \( q_{int} \) (local
integral coefficient), which probably, near to the mean value $q_{loc}$, but does not equal him, because specific gravity of base-line areas is on images, as a rule, high enough. Thus the coefficient of autocorrelation is obtained by character of function of discrete argument, multiple element of spatial discretisation of signal ($n\cdot \Delta l$), where $n=1,2,3$. At determination of size $r_{inf}(n\cdot \Delta l)$ the informative areas of image must correlate with the signal of $n$ by the base-line areas of the proper level of quantum.

Confirmation of justice of assertions in-process is an analysis of additional parameters of research, which were used for a design. It is set that the values of local coefficient $q_{loc}$ are different from general (integral) for all image $q_{int}$. At presence of a few (two or three) plans the greatest value $q_{loc}$ as a rule, have areas of image of basic, main plan. If hypothetically to present, that measuring of local coefficient of autocorrelation is carried out on the small enough for areas area of image, then will answer every image weeds local coefficients of autocorrelation restrictedly from above $r(\lambda) = 1$, and from below by a curve $r_{min}(\lambda)$ (Fig. 2).

Conclusions

Prospects of subsequent researches in scientific subdirection of processing of images consist in that it is first offered untraditional going near the decision of problems of analysis of images of cabin displays. It allows to execute more exact calculations at planning of displays. Practically, more comfortable to figure on by the previous record of discrete and quantized signal with the next including of algorithm of delete of base-line and cropping areas of information. The values of coefficient of autocorrelation are certain by such method will appear considerably less on a size, what got in regular fashion. A priori it is possible to assume that autocorrelation and proper to them power descriptions of signal of image will be more closely associated with the visual estimation of rizkistnyh parameters of image of flight information on displays in the booth of airplane, what generally accepted in the theory of casual processes of function.
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ESTIMATES FOR VISUAL FLIGHT INFORMATION CREW UNDER THE INFLUENCE OF PSYCHOLOGICAL FACTORS

Of problem is the study of information criteria for evaluating the error processes tonal transformation and visual perception under the influence of engineering and psychological factors is known that in many famous works of specialists solved the problem of image quality. On the one hand, it is bad, because missed major opportunities of expanding our belief in the doctrine of the imagetheref

Production problems in general and its relationship to important scientific objectives through assessment of performance criteria and process precision tonal transformation and visual study of information criteria for evaluating the error processes tonal transformation and visual perception under the influence of engineering and psychological factors in the study of experimental data process modeling.

Analysis of recent studies in which a solution of the problems is that it seems impossible to solve the problems of existing methods of error evaluation processes tonal transformations, visual perception and information criteria for the study of information criteria for evaluating the error processes tonal transformation and visual perception under the influence of engineering and psychological factors. Methods of estimation accuracy for image analysis showed that incomplete, modern ideas and theories.

The study is to solve important scientific problems - the search for optimal information criterion estimation error process of becoming a tonal (Fig. 1) and visual perception (Fig. 2) has been achieved and done as testing hypotheses. Algorithm research is scientific analysis of the characteristics of interval uncertainty of any quantity that is informative, it is advisable to apply entropy interval $2 \Delta \xi$,

$$H \left( \frac{\xi_1}{\xi_2} \right)$$

where $H(\xi_1 / \xi_2)$ — conditional entropy of the distribution criterion of error in determining $\xi$.

The problems of assessing the quality of documentation (1) and reliability of information found their solution in the systems of image analysis have been resolved and reported as testing of hypotheses. This criterion is often used with reasonable efficiency. The total amount of information defined as $J$, transmitted by converting image (Fig. 1) with expression

$$J = H \left( \frac{\xi}{\xi_n} \right) - H_{cp} \left( \frac{\xi}{\xi_n} \right)$$

where $H(\xi)$ — priori entropy values $\xi$; $H_{cp}(\xi / \xi_n)$ — average conditional entropy error.

Statement of main results with full justification of scientific findings made in the following way. A definition of conditional entropy of the average error made on the basis of experimental data obtained by simulation of tonal transformations (2) after the intermediate mathematical transformation of expression

$$H_{cp} \left( \frac{\xi}{\xi_n} \right) = \int_{\xi_{min}}^{\xi_{max}} \rho(\xi)H \left( \frac{\xi}{\xi_n} \right) d\xi$$
where $\rho(\xi)$ — function of the density distribution of values $\xi$, $H(\xi / \xi_{\eta})$ — current value of the entropy error.

Process accuracy measurement systems analysis is acceptable (3), while in the information theory of measuring devices are known, it is proposed to consider the value of $Q$. After comparison, refinement and mathematical transformations determined that it is proportional to the relative entropy phobytsi

$$Q = \frac{\xi}{2\Delta_{\eta}}$$

Scientific results that obtained on the basis of the theory and analysis of the methodological apparatus of research presented in is as follows. The difference metrological problems of problem studied in the model analysis process (4) and coupled with the analysis of the accuracy of transformation processes images, is that to improve the signal gradational parameters $\xi$ primary image is converted into secondary nonlinear. In metrology usually measured values and measured on average equal to each other. In our case the function $\eta = f (\xi)$, which characterizes the studied process can be quite arbitrary and more so if the error appears only in the process of transformation, it actually means only error $\Delta$. This precision signal conversion

$$Q = \frac{\xi\eta'}{2\Delta_{\eta}}$$

where $\Delta_{\eta}$ — measurement error.

The transition from formula (4) to (5) occurred due to the fact that the equivalent value of error known phobytsi $\Delta \eta$ proposes that the only gradient transfer function $\eta'$

$$\Delta \xi \approx \frac{\Delta_{\eta}}{\eta}$$

For all real processes, rather than empirical models [2], which have a limited range of conversion, the initial and final parts of the interval $\eta' \rightarrow 0$. Therefore, changing the accuracy of transformation within the interval for various processes has, in sufficient degree, uniform appearance, namely kolokolopodibnoy function [4].

Personal contributions of authors is as follows. During the simulation found that the plots for the linear transformation (6), which $\eta' = \text{Const}$, the accuracy of the process depends on the error $\Delta \eta$ and at $\Delta \eta \approx \text{Const}$ is constant and the characteristic curve has the form of (Fig. 1). Then tonal transformation is proposed to estimate the number of gradations allocated to the process in the effective range of (Fig. 2) with the expression

$$G = \int_{\xi_{\eta}}^{\xi_{\eta}} Q \cdot d(\ln \xi)$$

The value of $G$ (7) is called tonal resolution, which is defined in the process of modeling image analysis, and graphically as the area under the curve value of the logarithmic characteristic precision. Total number of gradations $\varepsilon$, transmitted in the modeling analysis for a particular image is determined

$$\varepsilon = e^J$$

The value of $\varepsilon$ (8) offer a resolution to call an information analysis process. It depends, as it follows from above, from the statistical characteristics of the image signal and the effect of errors in the process of tonal image conversion using the developed device that (Fig. 1).
Fig. 1. Information criteria for evaluating the error processes. Information evaluation criteria tonal transformation. Where: A/A0 - the ratio of error processes visual Facilitation of Adaptation

Fig. 2. Information criteria for error; f/f0 - value concept. Where: the process is investigated by frequencies for tonal conversion for different types of analysis using optical-tight media, characterized by coefficients β. Total Dp and Dop to different screens (a, b, c).

Conclusion

The first proposed alternative approach to solving problems of k image analysis on the theory that is based on information criteria, error estimates tonal transformation processes and visual perception, the study of information criteria for evaluating the error processes tonal transformation and visual perception under the influence of engineering and psychological factors. If the initial distribution of the image different from the equal probability, this means that the reserve was to increase the value of e1 to e2, ie G1 (of the eye in the process) <G2 (of the eye after the process) by reducing the interval svitolny secondary image in comparison with primary. However, even in this condition, if G1> G2 it is possible to realize when e2 = G2> e1. Installed on the results of experiments that when G2 <e1, improve secondary flight information in image compared to the original is not possible. Thus, in all considered cases should strive to bring the information capacity of perception of the secondary image to the ability of human eye perception, so that e2 → G2.
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3.3.37
ENGINEERING-PSYCHOLOGICAL ANALYSIS OF VISUAL INSPECTIONS QUALITY OF OLD AND NEW GENERATION AVIONICS

Represented results of work are connected with analysis of one of technological operations of aircraft maintenance, namely – visual inspection. The analysis of visual inspection technological operations for aircrafts of type AN-24 and AN-148 was performed on the basis of detailed studying and statistical processing of line and base maintenance task cards.

Responsibilities connected with aircraft maintenance may be very complicated and may change in conditions, favorable for errors occurrence. Maintenance staff, at least in most developed aviation systems, often works at considerable time deficit. Operators have increased the intensity of aircraft operation in order to avoid economical difficulties of aviation field.

Also, technical specialists should often serve aging aircrafts. Nowadays there are often aircrafts of 20-25 years old in many air transport companies, including the largest ones. Moreover, many operators mean to go on operation of some of them in the near future. The installation of the noise absorbing devices complete sets on the engines of some old aircrafts makes them profitable for operation from economical point of view and from the point of view of environmental protection. However these aircrafts require intensive maintenance. Their airframe need diligent check of fatigue and corrosion prevent general wear. It makes additional load for maintenance staff and creates stress production situations, as additional maintenance is needed. If aging evidences, often intangible, stay undiagnosed, their consequences may be very serious [1].

While maintenance of aging aircrafts, many air transport world companies are filled with aircrafts, corresponding new level of technics development and this increases the volume of works, connected with aircraft maintenance. In the new aircrafts technical achievements are embodied, such as load-bearing element from composite materials, “glass cockpits”, automated systems, built-in-test equipment. The necessity to serve new and old aircrafts requires substantially new knowledge and skills from maintenance staff.

The understanding of the human factor importance during aircraft maintenance at this time increases. Safety and effectiveness of flights on air lines also become more connected with the quality of work of people, checking and serving airlines aircrafts. It makes pay attention to the aspects, connected with the human factor of great importance for aviation safety [2].

In this article there are results of work, connected with analysis of one of technological operations of aircraft maintenance, specifically with visual inspection (VI). This analysis is carried out on the basis of task cards studying as the main document of line maintenance and different checks of base maintenance planning and realization. Two types of aircrafts are considered: AN-24 (as the veteran of ukrainian aviation) and AN-148 – which recently started operation in airlines of Ukraine. The analysis was carried out for visual inspection operations (VIO) of different types of aircrafts.

Analysis of visual inspection technological operations for aircrafts of type AN-24 was realized on the basis of detailed studying and statistical processing of line and base maintenance task cards (issues 18 and 23; issues years – 1984-1986). Task cards were separately considered and correspondingly the data was grouped due to operations for specific type of equipment: navigation, electrical, instrument, fire and conditioning systems. For every technological operation there was counted up the number of visual inspection operation and total number of operations.

In a similar manner the task cards processing for the aircraft AN-148 was performed. As there was an access only for task cards for line maintenance, data is shown only for this type of maintenance.
Generalized data of statistical processing are shown in the tables 1 – 3. In these tables the data is shown in different sections.

So, in the table 1 there is data, characterizing the number of visual inspection operations for different kinds and forms of equipment maintenance of AH-24. In every cell of this table there is data, showing correlation of number of visual inspection technological operations and total number of operations in accordance with task cards for specific type of equipment and also percent correlation of previously shown values of numbers of operations.

### Table 1

<table>
<thead>
<tr>
<th>Types of equipment</th>
<th>Types of maintenance</th>
<th>Base (flight hours)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>300 ±30</td>
<td>600 ±30</td>
</tr>
<tr>
<td>1 Electrical, %</td>
<td>50/77</td>
<td>57/73</td>
<td>710</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>78</td>
<td>91</td>
</tr>
<tr>
<td>2 Navigation, %</td>
<td>22/25</td>
<td>44/70</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>88</td>
<td>63</td>
<td>–</td>
</tr>
<tr>
<td>3 Instrument, %</td>
<td>43/73</td>
<td>74/146</td>
<td>1/1</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>51</td>
<td>100</td>
</tr>
<tr>
<td>4 Fire, %</td>
<td>21/24</td>
<td>26/36</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>88</td>
<td>72</td>
<td>–</td>
</tr>
<tr>
<td>5 Oxigen %</td>
<td>13/23</td>
<td>54/56</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>57</td>
<td>96</td>
<td>–</td>
</tr>
<tr>
<td>Total</td>
<td>149/245</td>
<td>255/381</td>
<td>8/11</td>
</tr>
<tr>
<td></td>
<td>55</td>
<td>67</td>
<td>73</td>
</tr>
</tbody>
</table>

In the table 2 there is statistical processing data of task cards in a little bit another section. Here the dependence of equipment inspection operations of specific type for different maintenance types and checks is shown. It is possible to compare the data processing results for both types of aircrafts in this statistical data representation: AH-24 and AH-148.

On the basis of tables 1 and 2 selective data, allowing to compare number of visual inspection operations of different equipment types for aircrafts of type AH-24 and AH-148 was obtained. That data is shown in the table 3.

Statistical data in the table 3 may be represented graphically in the form of bar graph, shown in the figure 1. There are two bar graphs, placed one by one. In every graph on the X-axis there are types of aircraft equipment and on Y-axis – values from the table 3 in columns, characterizing the number of technological operations during maintenance of the given equipment. For every type of equipment there are two columns: left proportional to the general number of operations during line maintenance of the given equipment; right proportional to number of visual inspection operations. Numerical values are marked above every column and it helps to perform qualitative comparison, as well as quantitative.

Statistical task cards processing data, shown in tables 1 – 3 and in the bar graph 1, allow making some previous conclusions about visual inspection operations. First of all it is necessary to mention, that they concern only number of technological operations, connected with maintenance. For more complete statistical picture it would be necessary to obtain expenses on inspection operations execution and general loss of employment in maintenance realization for every group of equipment [3].

General number of visual inspection operations for all types of aircraft equipment of aircraft of type AH-24 is 149, while for AH-148 – only 75, that is twice less, while correlation between
visual inspection operations and general number of operations almost match (are correspondingly 149/245 = 55 % and 75/129 = 59 %).

Table 2

<table>
<thead>
<tr>
<th>Types of maintenance</th>
<th>Number of operations</th>
<th>Types of equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Electrical</td>
</tr>
<tr>
<td>Line</td>
<td>77</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Visual inspection</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>65</td>
</tr>
<tr>
<td>Check 1 300 ± 30</td>
<td>73</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Visual inspection</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>78</td>
</tr>
<tr>
<td>Check 2 600 ± 30</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Visual inspection</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>70</td>
</tr>
<tr>
<td>Check 3 900 ± 30</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Visual inspection</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>91</td>
</tr>
<tr>
<td>Check 5 1800 ± 30</td>
<td>60</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Visual inspection</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>50</td>
</tr>
</tbody>
</table>

Note: according to check 4 (1200±30 flight hours) there are no visual inspection operations.

Table 3

<table>
<thead>
<tr>
<th>Aircraft type</th>
<th>Type of equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Electrical</td>
</tr>
<tr>
<td>AH-24</td>
<td>77</td>
</tr>
<tr>
<td>AH-148</td>
<td>40</td>
</tr>
</tbody>
</table>

Five groups were selected from types of aircraft equipment, represented in task cards, as it shown in the tables: 1) electrical; 2) navigation; 3) instrument; 4) fire protection and 5) oxygen equipment. Data comparison shows, that operation distribution by different types of equipment for both aircraft types differs. So, for the aircraft AH-24 electrical and instrument equipment viewing is correspondingly 33 and 29 %, navigation (including communication equipment) and fire protection equipment - approximately about 15 %, and on oxygen equipment – approximately 9 %. For AH-148 relative number of operation due to the equipment types is distributed in following way: instrument -33,5 %, navigation equipment – 32 %, electrical – 25 %, and on fire and oxygen equipment - 11 % from the general number of visual inspection operations. As we can see the main work load of maintenance staff of AH-148 have the instrument and navigation equipment, while for the aircraft of type AH-24 – have instrument and electrical equipment. Operational expenses on fire and air equipment maintenance essentially decreased for AH-148 and have only 11 %, comparing with 23 % for AH-24.
Considering base maintenance we can compare data only of aircraft AH-24. As we can see from tables the prevailing number of visual inspection operations has the check 1 maintenance (works, carried out every (300±30) flight hours): 255 operations from 335 – total operations number for all forms of base maintenance.

Analysis shows that number of visual inspection operations is essentially decreased during the transition from lower to higher maintenance check and also depends on type of equipment. For the electrical equipment visual inspection operations are carried out on all checks of base maintenance in every 300, 600, 900 and 1800 flight hours, for navigation and instrument equipment – by checks 1 and 3, for fire – by checks 1 and 5, and for air – only by check 1.

On the bar graphs, showing relation between general number and number of visual inspection operations in test cards of AH-24 and AH-148 (fig.1) general number of operations predominate and it’s obvious, because task cards include not only operations connected with visual inspection, but also include assembly, blocks and systems disassembly, testing with the help of test equipment and some other operations.

Fig.1. Bar graph of the results of task cards data processing results of the aircrafts AH-148 and AH-24 during line maintenance.
Conclusions

1. Maintenance process of AH-24 (beginning from 1962) relatively to the new generation aircraft AH-148 is requiring the expenditure of much labour on general number of technological operations. Labour intensity decrease for AH-148 is reached with the help of new electronic equipment application, new technologies and principally different avionic structure relatively to AH-24.

2. Number of visual inspection operations and their comparison on aircrafts AH-24 and AH-148 shows that these operations take main part of maintenance technological operations of all types, as before. That’s why during the organization of maintenance it’s rather important to organize studying and training of maintenance staff, directed on visual inspection operations accomplishment optimization.

3. During maintenance of AH-148 it is necessary to intensify navigation systems (including communication) maintenance accomplishment control, especially concerning visual inspection checks.
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USABILITY OF INTERFACES

The main principles and heuristics of usability, as well as the importance and necessity of user-centered design are considered.

Introduction

In recent years human society evolved from the “industrial society age” and transitioned into the “knowledge society age”. This means that knowledge media support migrated from “pen and paper” to computer-based Information Systems.

This evolution introduced some technological, organizational, and methodological changes affecting the demand, workload and stress over the workers, many times in a negative way.

Due to this fact Ergonomics assumed an increasing importance, as a science/technology that deals with the problem of adapting the work to the man, namely in terms of usability.

Usability is a quality or characteristic of a product that denotes how easy this product is to learn and to use [1]; but it is also an ergonomic approach, and a group of principles and techniques aimed at designing usable and accessible products, based on user-centered design.

User-centered design is a structured development methodology that focuses on the needs and characteristics of users, and should be applied from the beginning of the development process in order to make software applications more useful and easy to use [2; 3].

Usability and interfaces – Basic principles and heuristics

In some countries usability is a legal obligation. For instance, in European Union according to the Council Directive, 90/270/EEC, of 29 May, on the minimum safety and health requirements for work with display screen equipment, when designing, selecting, commissioning and modifying software the employer shall take into account the following principles:

- The software must be suitable for the task;
- The software must be easy to use and adaptable to the operator’s level of knowledge or experience;
- Systems should provide users with information on its operation;
- Systems must display information in a format and at a pace adapted to users;
- The principles of software ergonomics must be applied, in particular to human data processing.

Therefore to meet these requirements the software development should be accompanied by an evaluation of its usability.

In simple terms, the usability of a system can be seen as the ease with which the system is used by its users, i.e., with the characteristic of being easy to use, or as is often said, to be “user friendly”.

Therefore, usability is a feature of interaction between the user and the system. Usability evaluation can be based on a set of attributes, such as, operator performance (completing a task with reduced turnaround times and low error rates), satisfaction or ease of learning.

Usability can also be seen as synonymous of product quality, namely of software quality.

Usability is a critical aspect to consider in the development cycle of applications which requires a user-centered design and carrying out usability testing. Such tests cannot ignore the context of use of the software, which is essential to conduct usability studies. When human-machine interfaces are built taking into account usability criteria, interfaces are capable of allowing an intuitive, efficient, memorable, effective and enjoyable interaction. As Nielsen refers these characteristics influence systems’ acceptability by users [4]. Figure 1 schematically represents the relationship of these particular characteristics with others that influence system usability.
Therefore, because of their influence in the usability of a system, it is important to define the concepts inherent to this set of characteristics [4]:

Ease to learn - the system must be intuitive, i.e. easy to use, allowing even an inexperienced user to be able to work with it satisfactorily;

Efficiency of use - the system must have an efficient performance, allowing high productivity, i.e., the resources spent to achieve the goals with accuracy and completeness should be minimal;

Memorability - the use of the system must be easy to remember, even after a period of interregnum;

Errors frequency - the accuracy and completeness with which users achieve specific objectives. It is a measure of usage, i.e. how well a user can perform his task (e.g. set of actions, physical or cognitive skills necessary to achieve an objective);

Satisfaction - the attitude of the user towards the system (i.e., desirably a positive attitude and lack of discomfort). Ultimately measures the degree to which each user enjoys interacting with the system.

According to [5], when designing a product to achieve an appropriate usability developers should adopted the following 10 principles:

1. Consistency - similar tasks are performed in the same way;
2. Compatibility - the method of operation is compatible with the expectations of users, based on their knowledge of other types of products and the "outside world";
3. Consideration of user resources - the operation method takes into account the demands imposed to the resources of users during the interaction;
4. Feedback - actions taken by the user are recognized and a meaningful indication of the results of such activities is given;
5. Error Prevention and Recovery - designing a product so that the user likely to err is minimized and that, if errors occur, there may be a quick and easy recovery;
6. User Control - user control over the actions performed by the product and the state in which the product is are maximized;
7. Visual Clarity - the information displayed can be read quickly and easily without causing confusion;
8. Prioritization of Functionality and Information - the most important functionality and information are easily accessible by users;
9. Appropriate Transfer of Technology - appropriate use of technology developed elsewhere in order to improve the usability of the product;
10. Explicitness - offer tips on product functionality and operation method.

The design has also to consider the finite capability of humans to process information, to take decisions, and to act accordingly. These human characteristics have been thoroughly studied in the last decades, considering the Human Computer Interaction. Researchers that became a reference are, for instance, Hick (1952), Fitts (1954), or Miller (1956).

William Hick was a pioneer of experimental psychology and ergonomics. One of his most notorious researches was focused on the time a person takes to make a decision as a result of the possible alternatives, considering the cognitive information capacity, which was expressed as a formula known as the Hick’s Law [6].

Paul Fitts was a psychologist and a pioneer in human factors, which developed a mathematical model of human motion, known as Fitt’s Law, based on rapid aimed movements [7]. This model is used, in the realm of ergonomics and human-computer interaction, to predict the time required to rapidly move to a target area, for instance to point with a hand or a finger, or with a pointing device in a computer interface.

George Miller was a cognitive psychologist that studied the average capacity of the human working memory to hold information. His studies concluded the number of objects an average person can hold is $7 \pm 2$ [8]. This is known as the Miller’s Law or the "magical number 7". One relevant consequence of this finding relates with the ability of humans to evaluate and judge alternatives, which is limited to 4 to 8 alternatives.

Accommodating all these research contributions in a set simple of design principles is problematic; therefore a different approach is the definition of heuristics for the assessment of the interfaces usability. An example of such approach is the work of [9] that developed a set of heuristics to improve performance in the use of computers, which includes the following rules:

Automate unwanted load:
- Free cognitive resources for high-level tasks;
- Eliminate mental calculations, estimations, comparisons, and unnecessary thinking.

Reduce uncertainty:
- Display data in a clear and obvious format.

Condense the data:
- Reduce the cognitive load, low-level aggregated data turning them into high-level information.

Present new information with meaningful ways to support their interpretation:
- Use a familiar framework, making it easier to absorb;
- Use day-to-day terms, metaphors, etc..

Use names that are conceptually related to functions:
- Context-dependent;
- Trying to improve recall and recognition;
- Grouping data consistently significantly reduces the search time.

Limit data-oriented tasks:
- Reduce time spent in acquiring raw data.
- Make the appropriate use of colour and graphics.

Include only information on the screens that the user needs at any given time.

Provide multiple coding of data, where appropriate.

Practice a judicious redundancy.

A software program developed taking into account usability principles offers advantages, as decreased time to perform a task; reduced number of errors; reduced learning time, and improved satisfaction of system’s users.

User-centered design

One approach to the use of the concept of software usability is the user-centered design. The user-centered design is a structured development methodology that focuses on the needs and
characteristics of users, should be applied from the beginning of the development process in order to produce applications software more useful and easier to use [2; 3].

According to ISO 13407 (ISO 13407, 1999), there are four key activities related to user-centered design, which should be planned and implemented in order to incorporate the requirements of usability in the process of software development (see Figure 2). The activities aim to:

- Understand and specify context of use;
- Specify the user and organizational requirements;
- Produce design solutions;
- Evaluate design against requirements.

These activities are performed iteratively, with the cycle being repeated until the usability goals have been achieved.

Fig 2. Activities of user-centered design, adapted from ISO 13407 (ISO 13407, 1999).

According to [11], the Usability Engineering process, which aims to implement the activities mentioned above regarding usability evaluation, includes (Figure 3):

- Identify and record critical usability data;
- Data analysis;
- Preparing the report of the evaluation results.

Fig. 3. Usability Evaluation, adapted from [11].
Conclusions

Usability is a critical aspect to consider in the development cycle of software applications, and for this purpose, user-centered design and usability testing must be conducted. The design and testing cannot ignore the context of use of software, whose knowledge is essential.

Usability of a system is characterized by its intuitiveness, efficiency, effectiveness, memorization and satisfaction. Good usability allows decreasing the time to perform tasks, reducing errors, reducing learning time and improving system users’ satisfaction.

Usability, process design and development of software have necessarily to be framed by the characteristics of users, tasks to perform and environmental context (social, organizational and physical) for which the product is intended to.

The development of a product must consider the 10 basic usability principles: consistency, compatibility, consideration by the resources of the user, feedback, error prevention and error recovery, user control, clarity of vision, prioritization of functionality and information, appropriate technology transfer, and clarity.
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AUTOMATIC SURVEY-COMPARATIVE NAVIGATIONAL

Today appear one of most perspective survey-comparative methods of navigation. The basic element of such systems is a man which executes an eventual position-fix aircraft. Automatic navigational on the basis of survey-comparative methods of navigation appear perspective for application in pilotage-navigation complexes of modern air ships.

One of the oldest methods of navigation - survey-comparative - has the special value for modern aircrafts. The modern survey-comparative systems provide the integral recreation of complete totality of navigation data, co-operate with side digital calculable machines, correct other sensors of navigation information and appear the major informative link of the system "an aircraft is a crew" [1].

Without regard to the variety of technical realization, essence of survey-comparative methods of navigation consists in determination of location of air ship by comparison of the locality represented on a map or memory of calculable machine, with her actual kind looked after by means of side survey devices (televisional sights, radiolocation systems and other) or by sight. If the images of locality gather on a map and looked after her kind, then the location of object is considered identified, and coordinates of him are defined.

Advantages of survey-comparative methods of navigation are:

- high authenticity and exactness of measuring;
- absence of story errors;
- possibility to conduct measuring in any districts of Earth and circumterrestrial space;
- high level of informative surplus of measuring;
- possibility of the use of the manned(visual orientation) and automated facilities of measuring.

However, there are defects and limitations in the input of survey-comparative methods. Measuring is possible only at visibility of terrene or reference-points. Influence of obstacles - cloudiness, fogs, insufficient luminosity - can substantially bring down efficiency of survey-comparative navigation. In addition, at flights above locality without reference-points (seas, deserts et cetera) this type of navigation needs the presence of the additional brightly-expressed artificial reference-points with a well-known location.

Navigation maintenance of survey-comparative methods of measuring is determined by the type of reference-points and their amount. Comparison of the physical parameters of standard object(area, geometrical forms, spectrum of radiation and other), stopped up in memory of the system, comes in the reference-point systems true, with the measureable parameters of the real object. A few reference-points are simultaneously used in the reference-point systems. In memory of such systems information is kept not only about the physical parameters of separate reference-points but also coordinates of their mutual position. Advantage of the reference-point systems is a large volume of navigation information, less dependence on the loss of part of information about reference-points and influence of obstacles. However for realization of such systems it is necessary to have the powerful electronic computing engineering.

Realization of survey-comparative methods of navigation is taken to the performance of objective of recognition of reference-points (ground or astronomic) to comparing of them to the standard reference-points the site of that is known, and in relation to these reference-points to set the coordinates of aircraft.

The modern stage of development of scientific and technical progress determines automatic recognition of objects one of priority directions of researches for creation and improvement of automatic survey-comparative navigationals. Much attention in the modern aviation systems the Russian scientists spare the problems of technical sight [2], what examine possibilities of
application of the automatic systems of recognition of surface objects for the facilitation of work of crew in the mode of event on landing in difficult terms. In particular the Moscow state scientifically-research institute of the aviation systems and Ryazan state radiotechnical university examine possibilities of application of various types of sensors of a priori information for the systems of technical sight. In particular the Moscow state scientifically-research institute of the aviation systems and Ryazan state radiotechnical university examine possibilities of application of various types of sensors of a priori information for the systems of technical sight.

Depending on physical nature of the perceived signals the sensors of the survey-comparative systems of navigation are divided by: optical (infra-red (thermal imaging), televisional (brightness), laser), radiation and radiotechnical.

Optical sensors (infra-red and televisional) mainly passive type. Televisional (brightness) sensors distinguish signs on the basis of difference of brightness between an object and environment. The lacks of the televisional systems of navigation is technical complication, large sensiveness to the obstacles and limitation in visibility of reference-points. The televisional system can normally work only at optical visibility of reference-points and at their sufficient illumination.

Infra-red (thermal imaging) sensors distinguish signs on the basis of overfall of thermal (infra-red) contrast between an object and surrounding background. The infrared of energy answers lengths of waves of 700...300000 nm and it is located in part of spectrum, invisible for a human eye. Infra-red devices have a high iner tance and limit nature for distances of action. Fog or rain limit their effective application, and the erroneous source of radiations can cause considerable deviation of aircraft from the trajectory of motion.

Radiation sensors have an elaborate design and technical realization, that is why as sensors of the survey-comparative systems not examined.

In radiolocation sensors extraction of features is executed on the basis of treatment of the electromagnetic signals removed from objects. Radiolocation sensors are active or semiactive type. For a radio-location radio waves are used in the range of lengths of waves of order a 1...3 cm. Exactly for such radio waves the atmosphere of Earth is fully transparent. Anymore the shortwave are notably taken in by the molecules of oxygen and aquatic vapors. The use of long-wave emitters requires a presence onboard of aerials of largenesses.

With the use of laser sensors possible creation of the laser location systems that distinguish signs on the basis of construction of two-dimensional (2D) and three-dimensional (3D) images of objects [3]. Laser sensors can be active or semiactive type.

All enumerated types of sensors differ in information got after their help content that in future can be used for automatic recognition of objects, complication of receipt of information, that depends on the volume of calculations, amount and complication of algorithms, technical account of devices the operationability of the use of the got information. Quality description of sensors is represented on Fig. 1 [4].

![Figure 1. Comparative analysis of sensors of the systems of recognition of objects:](image)

1 – radiolocation sensors; 2 – infra-red sensors; 3 – televisional sensors; 4 – laser three-dimensional (3D) sensors.
The comparative analysis of sensors testifies that maximal information content can be got from televisional and three-dimensional laser sensors, but they have the difficult system of exception of information. Information is most simply withdrawn by infra-red sensors, but taking into account influence of the enumerated factors, this information it can be not enough for correct recognition. Radiolocation sensors have the maximal opportunity of realization, so as allow to find out objects and distinguish their signs on distances in a few ten of kilometres, but the got information it can be not enough for automatic recognition. The analysis of achievements in area of three-dimensional picture generation and creation on their base of automatic identification devices shows that most perspective are the laser systems of three-dimensional picture generation [5].

For registration of three-dimensional (3D) images the active devices of reflection, LADAR behaves to that, - laser device of reflection of three-dimensional space and three-dimensional form of object of supervision apply, as a rule [6]. By basic properties of LADAR, that promote efficiency of the optical systems of reflection, are:

- quality of a 3D image does not depend on the size of contrast that can equal a zero, and from the changes of base-line situation;
- a 3D image contains metrical information about a three-dimensional form and sizes of object of supervision that is basic signs at his recognition;
- possibility of work in the conditions of zero-zero, at subzero transparency of atmosphere and at influence of light obstacles;
- long-range enough of action.

For a three-dimensional picture of objects and their further recognition generation it is necessary to define signs that can be withdrawn on the basis of three-dimensional images and that characterize recognizable objects most full. The analysis of signs of surface objects is conducted on the criterion of utility shows that the most informing signs that does not depend on the type of sensor are geometrical signs (size, area, configuration, volume et cetera). The use is for extraction of geometrical features of laser sensors, that form the three-dimensional images of objects, are most expedient from the point of view of simplicity of receipt of maximal information content for the minimum interval of time.

Principle of three-dimensional picture generation consists in the following (Fig. 2). Measuring of distance (R) in the laser systems (taking into account velocity of light of \( c = 3 \cdot 10^8 \text{ m/s} \)) is fixed sometimes \((t)\) passing of radiation from a transmitter to the receiving system of

\[
t = \frac{2R}{c}.
\]

![Figure 2. Principle of three-dimensional picture generation by LADAR.](image)

If an object has a spatial form distance to his elements of form \((a; b)\) will be different \((R_1 \text{ and } R_2)\) and will be fixed by the different elements of matrix transceiver of radiation \((P_1 \text{ and } P_2\) accordingly). Therefore at the irradiation of object by the impulses of nanosecond duration the degree of his spatialness can be characterized the difference of distances to every element of form of
The time-of-flight of radiation for every element of form will consist of time \((t)\) that characterizes minimum distance to the object \((R_1)\) is distance to the object, and sentinel interval \((\tau)\) that characterizes distance \((\Delta R)\) between the elements of form of object \((a; b)\) – id est him spatial constituent:

\[ t + \tau = 2(\Delta R)/c, \]

where \(\tau = 2\Delta R/c.\)

Thus fixing every element of transceiver of radiation the sentinel interval of LADAR gives an opportunity to get three-dimensional digital representation of earth surface with the reference-points placed on her. In future a survey-comparative navigational will compare the got image to standard and in case of coincidence will allow with probability close 90% to define the coordinates of air ship.

There are some varieties of reference-point navigationals. It the cross-correlation-extreme navigational of robot of that is based on the use of cross-correlation connections between realization of casual functions for determination of navigation parameters of surface objects (coordinates, sizes, orientation) by means of searching for of extremum of cross-correlation function. But integral survey-comparative complex systems of robot of that based on establishment onboard simultaneously a few survey-comparative systems that perceive the pictures of locality and surrounding space sensors with different physical principles of treatment of information. The integral systems of reflection produce to the crew navigation information from the enormous amount of sensors, synthesize on-line, command, control and other data necessary for implementation of tasks to the navigation.

Conclusions

Realization of automatic survey-comparative navigationals is taken to the performance of objective of recognition of surface reference-points, to comparing of them to the standard reference-points the site of that is known, and in relation to these reference-points to set the coordinates of aircraft.

Recognition of surface objects in such systems most expediently can be realized by 3D sensors on the basis of LADAR, that forms digital three-dimensional representation of earth surface. Got a 3D image can be used for the automatic exposure of surface reference-points and determination of them geometrical signs necessary for the job of automatic recognition processing.

Automatic navigationals on the basis of survey-comparative methods of navigation are autonomous and perspective for application on modern air ships. Basic advantages of such systems are high exactness of measuring, absence of story errors, possibility of the use of the automated facilities of measuring.

References

SAFE SPOKEN INTERACTION IN GROUND-TO-AIR COMMUNICATION

30 000 flights per day: the complexity of European airspace demands effective communication between pilot and controller in English. Air Traffic Controllers/Pilots have to take an English Language Test before licence renewal process. The assessment of the Operational level must be done by the testing procedure as prescribed by recommendations in ICAO Doc 9835, Chapter 6 (2010) and Cir 318 (2009).

FUNDAMENTAL AVIATION LANGUAGE ISSUES:
Three critical areas of English competency required for safe communications in aviation:
- Air Traffic Control phraseology
- English for specific purposes (emergency)
- English for general purposes (aviation context)

PROFICIENCY EL TEST IN AVIATION:
Listening and Speaking components which quality meets requirements to high stake tests, namely face/content validity coefficient should be 0,9, reliability coefficient γ – 0,7 (for Speaking test) and 0,9 (for Listening test);
Proved practicality (availability and feasibility of administration);
Verified usefulness/specific needs sensitivity;
Verified job related test setting (simulated work setting).
Various factors might impact Oral Test Quality due to the fact that speaking is a complex phenomenon. It can be characterized in terms of cognitive processes, language knowledge, social interaction, communication strategies, etc. These characteristics are to be taken into account for the test being valid and reliable.

Measurability of an oral speech sample can be considered as a key test quality to obtain reliable test results. Therefore a test setting, contingent, stakes and aims should be taken under consideration. Measurability of an oral speech sample is specifically getting an issue in case of language testing for specific purposes. ‘Speaking model’: before speaking speakers make choices about the language they use based on:
- what they want to say;
- what medium they are operating in;
- how texts are typically constructed in such situations;
- what grammar they can use
- what words and expressions they can find to express their meanings (Harmer).

Following the L1 vs L2 speaking model the following should be taken into account:
- L2 speakers typically have incomplete knowledge because they don’t have the same number of words and rules as L1 speakers;
- L2 speakers speak with more errors and slips and are more hesitant and less automatic then the L1 speaking;
- speech of L2 speakers often reflects traces of L1 which is more developed then L2.

Spoken interaction is provided:
- by producing and negotiating language;
- speaking and listening simultaneously in producing and processing spoken interactions (Schmitt);
- creating speech meaning by both interlocutors ‘in joint constructions’ (Davidson, Fulcher); through prism of behaviours and strategies;
- at the discourse level, speech behaviour is coordinated by adherence to turn-taking rules.

Speaking is an oral communication and is dependent on others.
The utterances or speech acts are manipulations of language for the purpose of arriving at ‘mutual understanding’ between those who communicate. In aviation – between a pilot and a controller. Speech behaviour of these two interactants is based on ‘cooperative principle’ (Grice) which means that a speaker should:
- make their contribution as informative as required;
- make their contribution true;
- make their contribution relevant;
- avoid obscurity and ambiguity;
- be brief and orderly (Harmer).

Speech behaviour based on the cooperative principle can provide reciprocity of communication and, therefore, mutual understanding.

Like in real world communication in testing setting a candidate’s behaviour can be affected by other participants’ behavior, e.g., by an interlocutor during one-to-one interview. In other words, the interlocutor’s strategies might impact on a candidate’s behaviour.

Matching/mismatching of interviewer and candidate behaviour should be controlled by regarding: level of turn taking, level of rapport, verbal/nonverbal interaction, native/nonnative language participant, interview format and organization.

Therefore the interlocutors’ strategies should be within the ‘caretaker speech’ (Littlewood) format. The ‘caretaker speech’ is generally spoken more slowly and distinctly, contains shorter utterances, is more grammatical, with fewer broken sentences or false starts, contains fewer complex sentences and less variety of tenses/vocabulary, is more repetitive and related to the ‘here-and-now’. In testing situations it is important for a N/S English examiner/interlocutor to adjust his/her language level to meet or match the level of the L2 candidate.

Communication strategies in real world communication should match interlocution strategies in testing situations of communication:

**Communication strategies (Littlewood):**
1/ to avoid communicating;
2/ to adjust the message;
3/ to use paraphrase;
4/ to use approximation;
5/ to create new words;
6/ to switch to the native language;
7/ to use non-linguistic resources;
8/ to seek help.

**Possibly matched interlocution strategies:**
1/ giving a candidate time
2/ seeking ‘bottom/top of ELP’
3/ responding to clarification strategy
4/ adapting to L2 candidate
5/ situational/linguistic complication
6/ not accepted
7/ encouraging by gesture, facial expression
8/ unexpected turn of topic
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Conclusions:

It is a crucial issue to provide useful testing in aviation. It requires replication of real world spoken language strategies within the testing situation and through interaction between a candidate and an interlocutor. For aviation purpose it is important that an oral interview structure/scenario is to simulate real world spoken strategies based on cooperative principle.
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The primary means of communication between controller and pilots is verbal, through the use of radio telephony (RT). Commands and clearances from the controller allow the pilot to navigate through crowded terminal areas with the required amounts of separation. Controller-pilot communications are also vital for exchanging information about weather, traffic flying under visual flight rules, runway hazards, etc. Communications between controllers are also required for efficient handoffs between sectors, planning, scheduling, and other activities. Consequently, attention has focused on the nature of verbal communications and its role in the overall workload of the controller (Cardosi, 1993; Kanki and Prinzo, 1995; Prinzo and Britton, 1993).

According to the latest research when controllers spend more than half their time communicating with pilots - their traffic awareness becomes disturbed. As a matter of fact, the effect of any task factor or workload driver (such as a visual flight rules or instrument flight rules pop-up) that normally has a small impact on mental workload and performance may substantially increase. Moreover, different aspects of controller-pilot communications (e.g., message length and composition) also have an impact on pilot workload (Morrow, in press; Morrow et al., 1993).

In our research we adhere to the provision that mentioned above aspects referring to human factor should be taken into account while teaching prospective air traffic controllers building the dialogical relationships in radiotelephony communication and, what's really important, represent an interaction between equal partners, despite monologue "relations", that neglect equal partnership.

So, we state that aeronavigation communication, from dialogical perspective, is not only lingual equality between interlocutors, but also "no emotional and cultural bias" interaction where neglecting its importance leads to aeronautical communication deformation. It should also be mentioned that there ultimately exists consciousness subjectivity and consequently specificity of mutual understanding in "pilot – controller" communication - therefore, we suggest the basics of psycholinguistics in air traffic controllers education should become an indispensible part.

While Bakhtin M introduces a special concept known as a dialogization of languages, that is vital in our research context for comprehending radiotelephony phraseology and Aviation English correlation, Leontiev A., on his part, stresses the importance of psychophysiological part of lingual organization [5].

According to scholars, sense structure of an operational task creates its own sensory synthesis, which correlates with the quality and contents of self – organizing afferent synthetic merge principles necessary for task resolving.

That is why we accept the idea of the language dialogization that makes a complex unity of interlocutors, for meaning in a language resides not only in my intention but in what I speak at a point between two communicators psychology and linguistically expressed “task – resolving - orientated” intention.

It is also important to mention, Bakhtin’s dialogue concept being a vital part of our research intersubject approach theoretical background comprises human factor psychology aspect as well.
Pedagogists and scientists differently applied Bakhtin’s dialogue concept provisions. There was developed a theory of the intersubject (dialogical) approach, where the following concepts aimed at the intersubject approach application have been highlighted: personal involvement, textual reincarnation, message and etc; apart with that, three types of messages have been introduced - dialogical, authoritative and conformistic.

According to some scientists, emotional and personal openness of the interlocutors, their psychological empathy, label avoidance are ranged as the key principles of dialogue structure.

It should, also, be mentioned that the relations of communication and activity as a part of multitask operations substantially influence the indexes of the air traffic controllers performance.

In case of non-standard situations two sides of the radiotelephony dialogue may be differently aware of the situational risk factors where the optimal task decision calls for interlocutors capability of rejecting own suggestions and finding adequate argumentation without experiencing linguistic and psychological barriers.

In terms of “pilot – controller” communication we may refer to Lomov’s B., definition of the interaction as an organizing component of multitasking; we add here human factor oriented interaction.

On his part, Djakonov G. focuses upon the personal integrity influence upon a dialogue (mainly intra psychic, interpersonal and transpersonal domain) [1].

The core of education is discourse: the dialogue of query and feedback in which both communicators ask and both answer; the dialogue of the joint study by teacher and pupil, the dialogue in which the intervals of silence are no less dialogic than spoken discourse (Cohen).

We may add here that the “intervals of silence” may appear to be in “air - to – ground” communication no less dialogic and helpful in urgencies in case dialogical approach is used in prospective air traffic controllers training.

Buber’s dialogue vision reflects communication’s "central" role in language which becomes a powerful means during “sense - and - meaning – making” processes.

Exploring Oneself and perceiving the "Other" in its singularity is a two-fold task for every airtraffic controller. Educators must responsibly help prospective airtraffic specialists, developing their psycholinguistic capabilities since that prods an airtraffic controller to 'know’ pilot’s demands better through lingua – psychological cooperation.

Prominencet scholars place much weight on the responsibility of individuals who have to maintain "conscious effort to create the quality of their social space", that is to have an appropriate attitude to being and relationships so that the "I-Thou" could be formed and transformed. In aviation communication such attitude may be ultimately of importance.

The "I-Thou" dialogue has much to do with Buber's community philosophy [2]. As Murphy (1988) points out: "Just as the intimacy of interpersonal relation is rooted in the essential mutuality and reciprocation of the "I-Thou," so the true spirit of community life is traced in his work to the dynamic plurality of the I-We". The plurality of this reciprocation, based on the genuine address of the "I" and the genuine response evoked in the Thou, reflects the quality of the community spirit [7].

According to Buber, education as pure dialogue requires learners to stay open to the reality of the unconditioned and intemporal the unknown and undisclosed [2].

In science, sometimes the focus is shifted upon a special role of personal individual factors affecting the efficiency of dialogical communication. Thus, Karneev R. worked out a conceptual paradigm of pedagogical communication. The given paradigm is based on the understanding of a special role of a dialogue and intersubject approach during communication.

We on our part highly appreciated mentioned - above ideas as far as psycho – physiological characteristics determine the dynamo of reactions and responses during communication, combining efficiency of communication and multitasking, unbiased information perception thus affecting communication safety of air navigation specialists.

So the need for new pedagogical approach is conspicuous and we suggest it is to be based on the intersubject approach during air navigation specialists teaching. We also consider air navigation
specialists communication should represent the dialogue of the highest rate that conforms with unique professional features. The analysis of scientific works devoted to the dialogue role in professional communication make us bring forward the conclusion as for the concept of a dialogue of the highest rate, mainly the possibility of the maintenance of the latter on the condition of interpersonal communication, where two personalities, not persons are involved.

Interpersonal communication and interaction phenomena were studied by the following scientists: Rodgers C, Jurard C, Lomov B. [4, 7, 6].

Rodgers C. developed theoretical formulations and hypotheses as to the basis of effectiveness in relationships. According to the scholar, individuals sharply different in personality, orientation and procedure can all be effective in a helping relationship, can each be successful in facilitating constructive change or development on the condition they bring to the helping relationship certain attitudinal ingredients. The first of them is congruence. By this Rodgers mean that the feelings the interlocutor is experiencing are available to him, available to his awareness, Empathy is another ingredient that may exert the effect on communication substantially increasing its performance.

Being the second essential condition in the relationship when he is experiencing an accurate empathic understanding of his communication partner, and is able to communicate some of the significant fragments of that understanding thus providing essential growth-promoting of relationship.

Thus, humanistic psychology representatives (Rodgers K, Jurard C) looked into interpersonal communication from position of personal approach representing such main attributes of a personality as sociality, subjectness, morality, transcendicity and uniqueness.

There exist different approaches to interpersonal communication issues study which are brought to a generalized scheme and that is their main drawback. Interpersonal communication (professionally – oriented for our research) may be actualized through interaction, influence, manipulation; it can develop according to the logics of the course of actions or against it, propagate humanistic solutions or demonstrate egotism.

There exist an opinion the interaction merely forms the structure of multitasking at each stage being represented in every component (aim, motives, means of realization)

There was also introduced the fundamental – paradigm concept representing psychological specificity of affect and interaction. (Kovalyov G.)

The scholar asserts the interlocutors subjective characteristics are altered during interaction (the needs, capabilities, relationship, behavior).

The researcher also determines three paradigms of psychological influence strategies. The first paradigm refer to human psyche as a passive object of external influence; another subject paradigm focuses on the personal activity and an optional external influences psyche reflection, where a subject excerts an efficient influence on psychological information.

Subject – subject (dialogue) paradigm represents a special value for our research introducing psyche as an open continuously interacting system with its own means of control. We should mention here, the first two mentioned above paradigms appeal to monological outlook, intersubject paradigm, on contrary, deals with dialogue perspective.

That is why the psychology of communication influence phenomenon can be both objective and subjective and intersubjective one we refer to interaction phenomenon. So, the main difference between influence and interaction phenomenal reflects different perception perspectives: monologue and dialogue.

We suggest the quality of radiotelephony interaction of air navigation specialist calls for special dialogical readiness formation that shouldn’t be bounded with a communicative dialogue and better resonates with metacommunication (human factor consideration in our research).

Scientists adhere the point that the process of communicative influence presupposes personal outlooks and interlocutor senses being dialogical by its nature that is determined by the intersubject nature of a personality. So, any communicative impulse, despite monological or dialogical elements predominance is a reflection of a personal natural dialogical tendency and
appeals to subject – subject innate organization.

According to Dyakonov G. there exist a special form of the intersubject – dialogical methodology type that correlates with such forms and methods of teaching that are centered around multiple co – existences of communicators. Subject – subject, dialogical forms and teaching methods should definitely be realized through personal communication actualization, equal partnership interaction and innate consciousness dialogicity of communicators [1].

The scholar also relates a dialogical (intersubject) approach to the system of active teaching – communication methods is based on understanding of dialogue final importance. Putting into force the issue of education optimization through subject - subject interaction would exert a deep influence on psychic and personal development dimensions of communicators.

Consequently, psycho - personal dialogue dimensions determine educational strategy and prospective professionals communication.

**Conclusion**

Presently, it is vital to suggest an alternative for organizing professionally - orientated interpersonal dialogue communication from perspective of integral personality concept.

The integral personality concept in our research reflects the specificity of air navigation communication, that features intersubject dialogical communication format. The ATC job environment is unique in the way that a controller experiences a continuous 8 hour state of alert and professional interaction with multiple aircraft crews, where interlocutors (controller - pilot) are out of visual contact, that, in case of unexpected turn of events will definitely aggravate mutual understanding, so seeking for new solutions is a primary goal of us.
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ENGINEERING COMPETENCY IN AVIATION SAFETY

This paper shows that the roots of the problem lie at a more fundamental level, which is considered as the competency dilemma in engineering education. On the basis of a theoretical analysis, results of research into alternative forms of competency acquisition suggest a more holistic view of competence. As a result of the empirical study, a multi-scale systems model of engineering competence is proposed.

Aviation today faces a series of pressing challenges. These include improving its excellent safety record in the face of projected traffic growth, addressing the need for increased innovation and action to ensure air transport’s more sustainable and environmentally-friendly future, and taking advantage of the latest technologies and processes to make aircraft more secure from terrorist threats – even as these same technologies help deliver new levels of convenience to air travellers everywhere.

Compliance with ICAO Standards and Recommended Practices has been a cornerstone of international civil aviation safety. However, a rapidly expanding industry and resource limitations make it increasingly difficult to efficiently and effectively sustain a prescriptive approach to the keeping of safety based upon regulatory compliance exclusively.

Traditional systems for the maintenance of safety are set in motion only after some triggering event, such an accident, incident or reportable event, discloses a safety concern. For this reason, such approaches may be considered outcome-driven and reactive.

Over the past ten years, there has been a 46 percent decrease in the total number of fatal accident, at a time of significant growth in traffic world wide. This is positive but the reality is that the overall accident rate has remained disturbingly stable over the same time frame. Quick and strong action must be undertaken to develop and implement new strategies to bring down the overall accident rate. Zero accidents and zero fatalities are the perfect target for the Aviation industry but very utopian, however the task is to work more efficiently, collaborate more and share information in order to improve upon the Industry’s already record.

On the other hand, looking to the future, aviation stakeholders are confronted with a pressing human resources challenge: how to ensure there is a strong supply of a strong supply of skilled, competent, personnel to meet the demands of the global air transportation system of the future. Some of the considerations that arise in this regard include:

- in the next 20 years, airlines will need to add 25,000 new aircraft to the current 17,000-strong commercial fleet;
- by 2026, it will be needed 480,000 new technicians to maintain these aircraft and over 350,000 pilots to fly them;
- between 2005 and 2015, 73 percent of the American air traffic controller populations eligible for retirement.

Aviation will also need thousands of airline customer service personnel, air and ground crew and cargo handlers, not to mention many other aviation-related professions – such as travel and cargo agents – to meet the dramatic growth in the aviation industry.

Thus, it is equally important to provide a proper training that engages as well as instructs in order to stimulate the minds and retain the attention of the students who will become contributing members of the next generation of aviation professionals. This can be accomplished by increasing awareness in the next generation training graduate of the types of aviation jobs available to them, as well as by better informing potential employers of the available talent pool.
Since the early 1990s, engineering education has met a significant paradigm shift from what was previously an input, content and process orientation towards a system based on educational outcomes. Prominent examples for this development in the context of the drastic social, economic and technological changes is the 1994 American Society for Engineering Education report “Engineering Education for a Changing World”. These report led to the development of Accreditation Board for Engineering and Technology Program Outcomes. The system of educational outcomes brought two fundamental changes in engineering education. Firstly, this development changed the underlying instructional principle of engineering education. More specifically, the aspirational attributes postulated in the respective reports were turned into binding outcomes of the educational process. In the paradigm of outcomes-based education, the teacher selects and delivers specific learning activities which can be mapped to the achievement of defined attributes or competencies [8]. Secondly, the scope of education was extended to encompass the broader aspects of engineering practice, such as cultural and social awareness, and an explicit commitment to the preparation of students for current professional practice [3].

Keeping in the view of the preparation of students for professional competence has always been the ultimate goal of engineering curricula. These are indications that industry requires a more adequate preparation of graduates for the job tasks of real-world engineering. Conversely, “much of the energy in teaching and learning in universities is still focused on developing the observable skills and knowledge dimension” [6], rather than the less easily observable attributes required by industry. This disconnectedness shows that the concept of outcomes-based education in today’s application to engineering education has not been able to fully prepare students for the changing demands of professional practice and also that broader aspects of competence have not found their way into the wider practice of education.

Currently, certain disconnectedness itself exists in a competency gap between university and industry. There are the various dimensions of the competency gap. The apparent gap between university and industry might be illustrated in the following way:
- educates for technical skills versus hires for traits;
- uses academic aptitude tests versus uses behavior-based competence tests;
- uses expert panels approach to determine desired attributes versus uses critical incident methods to determine competency profile;
- tries to achieve a difference in students’ competence versus requires affirmation of a sum of competence;
- scientifically rigorous knowledge versus practical job skills;
- building knowledge versus forming attitudes.

Thus, the goal conflict between university and industry might be performed like this:
- general education versus preparation for specific job tasks;
- ethics versus performance;
- technical breadth versus technical depth;
- different levels of a competency are conflictive versus a certain level of a competency is required;
- generic skills versus specific performance.

Accordingly, companies tend to focus on the person variables when recruiting graduate engineers. This method of behavior-based competency assessment with a predominant focus on the parts of the “competency iceberg below the water line” differs significantly from assessment methods employed in education. At university, students generally experience a range of traditional academic aptitude tests, such as exams, which focus on knowledge and skills. Radcliffe identifies this “Graduate Attribute Paradox” as the reason why the attempt of “developing graduates with those attributes stated by industry may not result in the type of engineer that industry requires” [6].

Industry expects graduates to have the skills and knowledge specified in the learning outcomes. Accordingly, teaching at universities largely focuses on developing skills and knowledge in students. Even the broader social dimensions of the Graduate Attributes are traditionally approached through course content or even isolated in one particular course. This focus on the
domain of knowledge and skills does not take into account the competency dimension of traits, motives and self-concept. However, this dimension of the personality is seen as crucial in current competency research. Competence is conceptualized as an iceberg where the skill and knowledge domain form the tip, visible above the waterline, and traits, self-conception and motives make up the base of human competence [6]. More specifically, this means that these person variables were identified as far more reliable predictors of long-term job performance.

Outside the domain of traditional engineering knowledge, the goals of general education and the specific performance requirements of industry can be especially opposing. Many engineering educators advocate the inclusion of elements of liberal education into engineering programs in order to support students’ acquisition of the social and ethical awareness specified in the Graduate Attributes. However, it can be questioned if such an inclusion contributes to specific performance in the workplace. At the same time, it might seem to put even more strain on an already overfull curricula and thus further escalate the struggle between the aims of technical breadth or specific education.

Another problem that is commonly overlooked in the application of competence-based education is the requirement of different levels of a competency in different contexts. With a number of competencies, especially on the attitudinal level, it is not the case that the graduate will be more successful in the workplace the more of this competence she acquires. Different job situations require different levels of a competency as a basis for performance. To illustrate this, we might consider a competence such as an engineer’s attitude towards risk. Whereas one particular job might require a risk-tolerant person, a risk-seeker, another situation might require a risk-averse attitude to ensure success [4].

On the basis of the existing literature, it is presented a multiscale systems model engineering competence. Simply put, the systems model of engineering competence view in this context means that overall competence is more than the sum of individual competencies. Typically complex systems span several levels of scale from a micro view to a large-scale macro perspective [1]. In the context of engineering, the competence model distinguishes between the entity, individual and context level. These levels are connected through a rich interaction of their respective elements and this interaction determines how competence emerges in a particular context. This model of competence allows a synthesis of aspects of several conceptual views that are employed in different disciplines concerned with competency research.

The multiscale systems model of competence can be used to locate and analyze one example of a holistic learning, and relate this to the requirements of professional practice. Beyond that it needs to be discussed, on a general level, to which extent this understanding of engineering competence can contribute to overcoming some of the aspects of the competency dilemma in engineering education. This proposed conceptual understanding of engineering competence and the holistic view of student learning can be used to derive some initial suggestions to overcome the competency dilemma in engineering education. On the other hand, it is equally apparent that this concept does certainly not offer a complete solution to the issues raised.

Conclusion

The analysis presented brings into question some of the implicit assumptions that underpin the present methods of designing engineering programs based on graduate attributes. The competency dilemma in engineering education, where programs designed to meet the stated needs of industry, still seem to fail to produce graduates with the necessary competencies for successful performance in practice. In order to approach these difficulties, a systems view of competence formation is proposed that acknowledges both intentional and unintentional learning outcomes. The results of an exploratory, empirical investigation into so-called Accidental Competency acquisition are reported. This leads to the proposal of a multiscale systems model of engineering competence to promote a more fundamental and holistic understanding of student competence formation. At a time when accreditation agencies and other authorities are reviewing the operation and success of outcome-based education in engineering, the results presented here offer an evidence-based
approach to how we might design and evaluate engineering programs in relation to engineering competence in practice. It provides a logical framework for moving beyond a simple process of deriving perceived graduate attributes and mapping these to programs.

What is proposed is more realistic, complex systems perspective for how it is approached the design of engineering education programs, taking into account the formal educational perspective, while also acknowledging the many, subtle ways in which professional competence is developed.

As aviation competes with other industrial sectors for highly skilled professionals, the solutions to attract and retain the best and brightest will be multi-faceted. These solutions will focus on ensuring that all interested candidates have access to quality and affordable aviation education and training. Solutions must also leverage technology to its fullest, utilizing distance learning and e-learning platforms as well as the latest consumer electronics products and telecommunications services.
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METHODOLOGY OF ORGANIZATION OF THE ACADEMIC ACTIVITY OF ENGLISH TEACHING FOR PILOTS

The study analyzes and describes the process of organization of the academic activity of Aviation English teaching for pilots at the Aviation Training Center in St. Petersburg. It states the methodological foundation of the development of didactic materials and test procedure. Further, it summarizes the results of the system use in the academic activity and gives recommendations with respect to its use in the academic activity of pilots.

Introduction

For the last several decades the intensity of flights of aircrafts has dramatically increased in the world, while the issue about mutual understanding between a pilot and flight operations officer during radio communication is particularly pointed. Since English is the international language of radio communication, the inadequate level of proficiency in Aviation English is still the major or concurrent factor in a number of incidents and disasters. The most significant one was the collision of two aircrafts occurred on March 27, 1977 at the Tenerife airfield (the Canary Islands) where 583 people died.

Despite the efforts exerted by most of the countries, the issue of radio communication skills and expertise improvement is still extremely urgent as it needs unceasing attention on the part of airline companies (maintenance of the required level) and control on the part of the state. Nowadays, most of the Russian airline companies has changed their aircraft park and currently operate foreign-manufactured aircrafts, such as Boeing, Airbus, ATR, CRJ, etc., while new aircrafts of Russian make partially incorporate equipment in English. Flight operations manuals and other documents for these types of aircrafts are written in English, and therefore it needs additional knowledge of general and technical English at quite a high level. So, improvement of methods of learning Aviation English remains extremely topical.

Analysis of organization of the academic activity

Till 2007 in Russia, there were the state requirements for learning English for pilots and air traffic controllers, based on the study of radio communication regulations and training of radiotelephone communication skills in standard, non-standard and emergency situations. The drawbacks of such requirements lied in the fact that they didn’t provide for studying the vocabulary for further reading of technical documentation (flight operation manuals, crew operations techniques, etc.) and mastering the ability of holding a conversation on additional topics related to the professional activity (communication with the SAFA procedures inspection, ground-based technical staff, etc.). That’s why the publication of new requirements for learning Aviation English determined the following major tasks and areas of work, i.e. developing training programs, creating the methodic support of academic programs and developing pilot testing systems [1, 2, 3]. In this connection, the issue of determining the area of the English language knowledge to be tested as well as the very methods of English language testing for pilots was mostly discussed. As a result, the following four testing systems were approved for use in the academic activity in Russia ICAO Language Proficiency Test (Association of Russian Aviation Training Centers), RELTA MAH (training center of the Moscow Aviation Institute), TELLCAP(R) (CompLangTrainingCenter) and the ICAO Aviation English Test (Aviation Training Center, St. Petersburg). For the purposes of optimizing and analyzing the use of testing systems the Federal Air Transport Agency (Rosaviatsiya) formed an ongoing task team.

The author met the above mentioned challenges using officially approved study programs, introductory testing systems, comprehension tests at stages provided for by the study program and the ICAO Aviation English Test (Education and Training Center, St. Petersburg), that’s why the results obtained using the said system are given below.
Methodology of meeting the research objective

The methodology of organization of the academic activity of English teaching for pilots was developed on basis of system approaches subject to physiological human abilities to learn didactic materials. The developed system includes the following components:

- organization of preparation and maintaining of knowledge and skills of proficiency in English based on cybernetic principles (feedback system), Table 1;
- the whole set of study programs, methods, textbooks, tests, technical training aids used and completed in compliance with regulated procedures for academic activity organization and performance for achieving a required level of the student’s knowledge, abilities and skills in the area under investigation;
- the formed area of the pilot’s expertise, based on the requirements provided for in regulatory documents and principles of professional competence [1], Table 2;
- the established scope of material required for learning, based on the analysis of statistics of aviation accidents and the expert survey method, subject to the requirements and recommendations specified in [2,3];
- the realized methods of distance education, based on the recurrence principle (courses are held as often as once in three years); provided that the training course to be divided in two stages: independent preparatory work (distance learning), and day release training in class within the group;
- the process of academic activity organization based on the principle of forming the groups of students having practically the same knowledge level (introductory testing method);
- presentation of the pilot’s training in Aviation English as a subsystem of the general system of flight crew members training.

![Diagram](Image)

Table 1. Organization of the academic activity. 

<table>
<thead>
<tr>
<th>Approved curriculums</th>
<th>0-1</th>
<th>1-2</th>
<th>2-3</th>
<th>3-4</th>
<th>RTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test training</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

Table 2. Area of the pilot’s expertise in Aviation English.

Implementation

The author implemented the above stated methodology of organization of the academic activity of English teaching for pilots at the Aviation Training Center of St. Petersburg. It consists of the training program, intermediate testing system, methods of knowledge evaluation during the training process in order to control the academic activity, the complex of multi-level textbooks recommended for elementary courses, advanced training courses, as well as for individual work, and methods of qualification comprehension testing for determination of the flight crew members’ level of proficiency in Aviation English according to the ICAO Language Proficiency Requirements [2]. The process of academic activity organization is based on the principle of forming the groups of students having practically the same knowledge level. The training course is structured so that it allows to develop all types of language activity. Professionally oriented tasks related to actual examples from aviation and radio communication practice enable not only to work with language...
structures extensively, but also to broaden the aviation specialist’s professional outlook. Training under the said system can be organized in two variants, i.e. day release training and training with elements of distance learning. The study offers a set of study guides for independent work, methods of distance learning with individual consultations, and substantiates the optimal duration of each training stage.

The obtained results were reported at research and practice conferences and given a favorable expert opinion.

**Conclusions**

1. The implementation of the developed training system for pilots made it possible:
   - to standardize the organization and carrying out of training courses as per the requirements specified in [2,3];
   - to develop unified methodological principles and methodic solutions to achieve the state objective, i.e. acquisition of “operational” level of English by pilots as per the ICAO Language Proficiency Requirements [2,3];
   - to work out a methodology of maintaining the achieved “operational” level of Aviation English;
   - to create conditions to incentivize the high-quality task-oriented training of flight crew members who expand into international flights;
   - to improve the methods of English training courses for flight crew members through implementation of distance educational technologies and to apply the experience to develop training systems for Aviation English specialists and testing systems for other aviation staff.

2. It’s expedient to change (update) the annually developed didactic materials and testing tasks by means of moving the examination tests into the category of training tests.

3. The results of use of the developed training system showed the efficiency of its use by pilots of all age groups, from flight school graduates lacking the experience of flight work to up to 60-year-old pilots with long experience of flight work. The author considers it expedient to use the training and testing system at all stages of the pilot training process, such as initial training at flight schools, assimilation of new (other) types of aircrafts and advanced training courses at aviation training centers.
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3.4.14
THE EFFECT OF PEDAGOGICAL TECHNOLOGY IN FUTURE AIR TRAFFIC CONTROLLER INSTRUCTOR TRAINING

There are a lot of pedagogical technologies. Interactive methods of teaching are in great importance for air traffic controller instructor training. It makes training at high school effective and more interesting. Future instructors should possess teaching skills during studying at high school and form pedagogical competence. It will give them the ability to organize air traffic controllers training before getting their job position.

Air traffic controller (ATC) instructor is one of the most important person who has much responsibilities in safety of aviation. He organizes the last faze of air traffic controllers’ training. Just before the controller gets his position, an instructor should provide him with all necessary information, help to organize a working process in order to control air traffic safety, control, test and provide other necessary details according to the trainee individual abilities to understand and to learn. Good communication skills together with knowledge of current methods and techniques are required due to ATC instructor responsibilities.

To organize teaching process ATC instructor should have pedagogical competence. He deals with ATC trainees, people who are not sure in their knowledge, who always hesitate about the decision to make and they even cannot do any action without the ATC instructor’s permission. They are not allowed to act independently till the ATC instructor allows them to do their responsibilities. Provide training, do regular or final tests, control, organize classes, give special classes and some other details of teaching the ATC instructor should possess with.

According to the ATC instructor’s responsibilities he has to[1]:
1) develop and maintain high quality common core content classroom (and simulator) training material;
2) provide high quality ATC instruction to trainees in a classroom and simulator environment;
3) initiate quality improvements of training courses;
4) coach trainees and perform assessment duties through verbal and written reports;
5) undertake a programmer of operational refresher and competency checks on an annual basis in accordance with requirements;
6) participate as required in workgroups and task force in the capacity of an ATC exert.

Nowadays ATC instructors are trained at the certificated training center of Uksatse[2]. The specialists of the organization spend much effort to train ATC instructors. Some results of scientific research show us that ATC instructors have got a problem in teaching. The problem they deal every day is a lack of knowledge of teaching methods and techniques. To overcome the problem ATC instructors have got, we propose to start the ATC instructor’s training during their studying at high school.

At the university it is possible to organize a special course which can give the future ATC instructors to develop their pedagogical skills. In our scientific research we develop a special course to train students. It will give them opportunity to possess the teaching skills, develop and form pedagogical competence. The aim of this course is to train future ATC instructors to transfer their skills, knowledge and techniques when conducting the on-the-job training to trainee air traffic controllers in an efficient and effective manner to achieve optimum results in a short period of time whilst ensuring safe, orderly and expeditious flow of traffic.

Analyzed a lot of pedagogical and methodical literature we can expect a great result in training ATC as an instructor during his professional training while studying at the university. Class work will give them chance to develop their future professional skills and try themselves in
the role of an instructor. New effective pedagogical technology of teaching brings the progress in teacher’s skills possession.

Nowadays there are a lot of new methods of teaching which make the work of teachers’ easier and pleasant for students. We find the most effective ones interactive methods of teaching. It involves learners to participate, encourage them to study, stimulate discussion and so on. Interactive training is considered to highly effective, because students are afforded the opportunity to learn through active participation. Unlike more traditional, classroom learning environments, where an instructor tells students what they need to know, interactive training challenges students to participate directly in their own learning experience[3].

Interactive teaching is a two way process where in the lecture modifies his or her approach in response to the needs of the learners. The interactive lecture is keenly aware of the learners and their different learning styles. All good lectures are interactive lectures. It is not possible to teach without interaction.

The research shows people listen for only 15-20 attentively without a break. So, an ordinary lecture is not useful. It is necessary to change it into interactive one. A lecturer should make more interactive by involving the group by frequently stopping and asking questions to feedback. For example work groups give opportunity of interactive teaching, interactive games like role play. During classes one can be an instructor another can be a trainee. More practice while studying more skills students possess during training. Students like to be more actively involved, they want to share knowledge and ideas. Teachers who train should keep the students active and involved.

I hear I forget
I see I believe
I do I understand

Confusius

Interactive teaching is important as it is directly based on teamwork. There is a specific way of teaching and studying due to interactive technique. It occurs if all the members of the interaction take part (teachers and students). Interactive technique conduce person-oriented approach to studying. We believe this principle is important for training. In the center of the process there is a student who is active.

To change the attitude to the future profession of the ATC instructor teachers at the university should use interactive technologies. As lots of scientists believe the interactive technologies respond to person-oriented approach to studying, it influences students’ interest to future profession.

There are a lot of interactive techniques that can be used during training[4]:
1) Think/Pair/Share
2) Buzz session
3) Case study
4) Incident Process
5) Role Play
6) Brainstorm
7) Discussion
8) Practice session

Get ready for classes a teacher should take into account that changes of teaching methods gives more effect. There are some of them in details.

Think /Pair/ Share

A problem or question should require participant to explain a concept in their own words or to apply, synthesize, or evaluate what they have learned. One minute for individual decision then for pair work comparing the answers. At last sharing the responses with rest of the group is followed.

Case study. Providing an opportunity for learners to apply what they learn in the classroom to real-life experiences has proven to be an effective way of both disseminating and integrating knowledge. The case method is an instructional strategy that engages learners in active discussion
about issues and problems inherent in practical application. It can highlight fundamental
dilemmas or critical issues and provide a format for role playing ambiguous or controversial
scenarios. The case study approach works well in cooperative learning or role playing
environments to stimulate critical thinking and awareness of multiple perspectives.

**Discussion.** There are a variety of ways to stimulate discussion. For example, some faculty
begin a lesson with a whole group discussion to refresh students’ memories about the assigned
reading(s). Other faculty finds it helpful to have students list critical points or emerging issues, or
generate a set of questions stemming from the assigned reading(s). These strategies can also be
used to help focus large and small group discussions.

**Role playing.** Some role playing are structured with specific challenges and roles for each
participant to play. More true to real life, other role plays exercises are spontaneous, allowing
each person involved to act as they desire. To prepare for situations where professionals must be
capable of thinking on their feet, the spontaneous role play is particularly helpful.

**Brainstorming** is an excellent teaching strategy to generate ideas on a given topic.
Brainstorming helps promote thinking skills. When students are asked to think of all things related
to a concept, they are really being asked to stretch their thinking skills. In usual studying situation
student often hesitate about the answer, the technique of brainstorming makes a student to answer
quickly, what is in his mind.

**Learning by teaching.** In this teaching method, students assume the role of teacher and
teach their peers. Students who teach others as a group or as individuals must study and
understand a topic well enough to teach it to their peers. By having students participate in the
teaching process, they gain self-confidence and strengthen their speaking and communication
skills.

All interactive methods of teaching give opportunity the students to develop their
communicative skills. It will help the future ATC instructors to communicate with their trainees.
Also during classes at the university much attention should be paid for each individual. Now they
are students at the university and we teach them to teach. In the nearest future they will be
instructors themselves. So, using of interactive methods teachers should teach students how to use
them in future professional activities. A knowledge of methods is part of a professional base of
teaching. Developed and proved skills of using them in a base ground of pedagogical competence.
The main aim of our research is to form pedagogical competence of future ATC instructors.

**Conclusion**

Teachers must engage learners in studying activities that lead to a higher level of
understanding and result in the ability to apply what they learned on the job. Interactive teaching
is a two-way process of active participant engagement with each other. An interactive technology
is a special form of training, which gives each student to feel his success and intellectual abilities.
Use of interactive techniques will lead to the formation of pedagogical competence of ATC
instructors.
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3.4.17
ON ACTUAL PROBLEMS OF AVIATION ENGLISH PEDAGOGY

The actual problems of aviation English pedagogy have been dealt with. The prerogative ICAO requirement – availability of natural language competency – requires the decisive upgrading of the existing methodology, approaches, techniques and concrete means, first of all replacement of traditional textbooks and complexes by technologies, usage of algorithmic approaches, development of new-generation dictionaries and accelerated schooling basic English courses.

Two important tendencies which determine development of modern pedagogy of foreign languages are application of basic cybernetic principles and striving for conformity to natural language acquisition in officially established artificial conditions of schooling. In this context we may speak about anthropological pedagogy of foreign languages having at its methodological core the idea: “A student is not only a subject of studies but also a subject of their contents, an active participant of communication, not an active reader, reteller or reanswerer on the basis of a text dealt with”.

Introduction of cybernetic ideas presupposes a) implementation of the approaches and techniques dealt with while using modern computers, in particular algorithmic procedures; b) realization of the prerogative pedagogical potential of up-to-date software and hardware ensuring the possibility of reliable control over communicative and cognitive activities of students; c) employment of computer-based and -aided technologies in place of widely-spread nowadays “complexes” designed inherently for extensive teaching (modern academic schedules do not give an opportunity to use them consecutively, one after another because of the scant budget of official classes).

In its turn, usage of technologies requires a) availability of the integrative method (all complexes are devoid of it); b) clear-cut and successive structuring of teaching material (one step principle) without which the efficient through checking and consecutive corrective actions are not achievable; c) specialization of training aids or environment depending on the object of learning: oral speech, reading, writing, auditioning, translation, etc. One of the decisive reasons for poor speakability of most today’s schoolleavers lies first of all in the usage of the inadequate training environment – teaching speaking through reading. It is extraordinarily strange but by now there has not been developed yet the efficient technology of teaching audition (fitness for listening with comprehension). The striving to embrace everything in one or few textbooks accounts for the above-mentioned drawbacks.

As one of the adequate technological environments destined for the teaching of basic general and basic aviation English there has been developed the system of fully controlled formation of natural spoken language competency. The practical implementation of the system presupposes the simultaneous involvement of the subgroups of four students. The system provides active spoken practice along with audition on the operational (one new grammatical item → one step) and thereby effectively controllable basis. The discreteness (fragmentation) is being constantly overcome by using the accumulative (aggregative) principle (through successive addition of the former items to a new one in order to create an integral presentation of the whole complex structural phenomenon). The visual demonstration of the inside-subgroup communication based on the application of the primary pattern used throughout the technology (the pattern allowing to turn the traditional mechanical conjugation into valuable spoken practicing) is presented below.
The evident communicative charge of the system is provided by its orientation on formation of the personified autobiographical memory, primarily on professional episodic memory which enables to avoid the traditional estrangement of students from the contents of a course offered to them. If the technology using the primary pattern is introduced for teaching pilot cadets, not professional pilots, the principle of role games and other procedures may be carried into effect. The technology has already been realized in the form of the textbook “An Aviation Basic Course in Structural English through Personified Operations” (Part 1 – “Attitude to actions”; Part 2 – “Actions themselves”) with the special attention to the examples from real air-ground communication and on-board spoken exchange. The development of computer-aided version is now under way.

In connection with usage of computer-based technologies the issue emerges: “Is it possible to develop a completely controllable technology of the English language competency acquisition?” In our opinion and as shown by the practical application, it is possible at the level of the basic language. To achieve mutual understanding let us try to define this notion which presupposes the availability of automatisms of usage of structural operations in the personified (not estranged) communicative environment. Such availability along with lexical freedom provides the good possibilities for performing mental activities in a language being studied. Without such capability it is impossible to shape natural language competency, the latter being the main ICAO requirement, and airmen involved directly in air traffic are doomed to use mechanically the entries of the standard radio telephony phraseology.

The problem of “basic aviation English” is known to be in fact “terra incognita” (an unexplored field of the aviation English pedagogy). Up to now practically all textbooks have been devoted to studying or improving the professionally specialized English, to be more exact to air-ground communication, unexpected flight situations having been involved lately. Besides, which is very essential, so far only textbooks have been offered to the “reading men”, though, and it is being
owned up oftener and oftener, technologies especially computer-assisted or -based ones, are much more effective than textbooks, first of all because they allow to control efficiently the whole process of the language competency acquiring.

We think it worthy of mentioning once more: without the effective basic general and aviation language acquisition use of English in the real conditions of communication will be artificial, mechanistic, “parrot-like”, relying only on the phraseology, not natural.

One more very important, to our thinking methodological notion: formation of the structural automatisms foresees constructive separation of “grammatical” from “lexical” (contents). Practically it may be realized by means of the step by step introducing grammatical structures on the limited high-frequency wording substrate – the principle of one predominant difficulty (in contrast to traditional indiscriminant introduction of either).

Use of **algorithms** is a very effective way of intensifying the process of language acquisition and making it natural (people in fact act in customary situations using algorithms being extremely reduced and kept in our subconsciousness.

Exclusively accelerated formation of the phrasal kernel – subject ↔ predicate (eight-ten hours; all grammatical tenses; the active and passive voice patterns) can be achieved due to introducing the specially developed **5-stepped algorithm**. The psychologically grounded premises of the algorithm are found in the main principle of the **Gestalt psychology** – the integral presentation of a complex object. The algorithm is presented in the form of five graphically represented steps. Some notion of its visual shaping is given below in the picture which presents the first step – choice of the general phrasal scheme applicable in those cases where the possibility to use either the active or the passive voice pattern exists.

The specially-developed algorithm has been used in the accelerated basic courses in common-use English and aviation English (in contrast to advanced general English and professionally-fixed aviation English). Both accelerated courses may be used simultaneously as two synchronous parallel pedagogical “currents”, which is especially important for initial language acquisition in aviation training establishments.

The substantial innovations (rather additions) are also required in the sphere of the aviation-pertaining vocabulary and materializing it dictionary support.

Two dictionaries of new generation are being developed now in the Flight Academy. They enable to form the autobiographical professional memory, predominantly the professional episodic memory, and the cognitive conceptual memory which in their combination allow to teach English inseparably from development of ability to perform thinking operations by using the language being studied.

Every entry of the **An Aviation Basic Conceptual English Dictionary** is represented in the form of a tree of logical interdependencies which is ontologically based on interrelations between objects, logical relations between them, operations on objects and on relations between them.

One example from the dictionary is given below.

---

3.4.20
a spin

[ is ]

a manoeuvre or a condition

an aerial manoeuvre a flight condition

[ comprising ]

a combination of

roll and yaw

The dictionary “An Aviation Basic Communicative English Wording” is synthetic since it harmonically combines the principal features of widely used traditional dictionaries (glossaries, encyclopedic dictionaries, distributive dictionaries, dictionaries of equivalent means, etc.), which can be illustrated by the example below – a fragment from the episodic field “Fire on board”.

- heat; to emit [to generate; to produce] {much / tremendous} heat;
- fire; fire warning (There is a fire warning); {to detect / to prevent / to isolate} fire;
  to catch fire {on pushback / due to the improper loading of some dangerous goods, their incompatibility / due to electrical problems / because of engine fire / in connection with problems relating to passengers’ baggage, etc.};
- firedanger [hazard; peril; jeopardy]; fire threat;

Some general conclusions

The two main tendencies of modern pedagogy of aviation English have been under consideration – using the adequate cybernetic ideas and approaches as well as striving for conformity to natural language acquisition (in particular, development of adequate training environments). The notion of basic aviation English has been introduced implying the personified acquiring of structural automatisms, freedom of the vocabulary (most frequented situational lexical items) and ability to produce mental operations by using the language being studied. Among the solutions aimed at the natural language competency acquisition there has been proposed usage of technologies, including computer-aided and -based, instead of traditional textbooks and complexes. The technologies provide the reliable control over the schooling process which, due to the proper corrective actions, ensures the efficient formation of spoken capability. The course which has been offered uses the system of fully controlled formation of natural spoken language competency based on the through primary pattern. The accelerated courses of teaching basic general and aviation English which have been apprroved make use of the specially developed algorithm of formulating an English phrase. The approbation of the courses as well as of the two new generation dictionaries has proved their efficiency and constantly supported interest of their users, the names of the dictionaries being “An Aviation Basic Conceptual English Dictionary (through the trees of logical interdependencies)” and “An Aviation Basic Communicative English Wording”. The methodological premises for all teaching materials are found in anthropological psychology, cognitive psychology and Gestalt psychology.
STANDARDIZATION OF THE ENGLISH LANGUAGE PROFICIENCY REQUIREMENTS FOR AIRCRAFT MAINTENANCE ENGINEERS AS MEANS OF IMPROVEMENT OF AVIATION SAFETY

The article claims that standardization of English proficiency requirements as well as its universal evaluation scale for Aircraft Maintenance Engineers is a vital point in improvement of aviation serviced in general and flights' safety in particular.

An Aircraft Maintenance Engineer (AME) is responsible for the release (certification) of an aircraft after maintenance, inspection, repair or modification. This is a responsible occupation requiring a high degree of responsibility and skill, which specifically are enumerated in MAINTENANCE ORGANISATION APPROVALS – PART 145, PART 66 AND PART 147 by EASA and are standardized by abovementioned organization in order to provide efficiency and safety in the field of aviation. For example, if a person wants to be eligible for the EASA part 66 license, he/she should be knowledgeable in the following 17 Modules:

- Mathematics;
- Physics;
- Electrical fundamentals;
- Electronic fundamentals;
- Digital techniques/Electronic instrument systems;
- Materials & hardware;
- Maintenance practices;
- Basic aerodynamics;
- Human factors;
- Aviation legislation;
- Airframes;
- Helicopters;
- Avionics;
- Engine instruments;
- Jet engines;
- Piston engines;
- Propellers.

Detailed and comprehensive syllabus was developed by the CAA/ EASA for each of the abovementioned Modules describing all topics that are necessary to be covered in order to pass the exam successfully and obtain license of suitable category (A, B1, B2, C).[2] Moreover, there are certain experience and basic knowledge requirements that are obligatory for engineers, who wish to get the desirable qualification. However, we did not manage to find precise and standardized requirements for the English language proficiency of potential examinees despite the fact that all documents and correspondences, as well as examination itself are implied to be held in English, as it was claimed in Foreign Part 145 approvals, User guide for Applicants. [4]

In addition to this we should mention the fact that each examination consists of a multi-choice paper for each module and an essay paper for Modules 7, 9 and 10, which are Maintenance practices, Human factors and Aviation legislation. This leads to the fact that the majority of training courses that prepare potential applicants for certificate examination require English Language competency of IELTS 5.5, or equivalent.

We consider the following description of Language knowledge (a working knowledge of the language in which the maintenance data is published + English if required for EU
Airworthiness directives)[4] is not full and it does not give the coherent idea of what language skills should an Applicant posses and what standards of the English language proficiency evaluation or what level classification should be taken into account. Due to this fact employers are likely to have their own internal English assessment, which could be either a specific test which a person needs to pass in order to proceed with his/her application, or alternatively his/her English language proficiency could be even assessed just during HR interviews. This results in ambivalent standards for qualification requirements for aircraft maintenance engineers in different airports. It is widely believed that bigger airline companies tend to pay more attention on level of English proficiency of their ground staff then their smaller counterparts, who deal predominantly with domestic flights, because of financial issues connected with salaries and qualification of workers.

The occupation of Aircraft Maintenance Engineer is nor less important and influential then profession of Air Traffic Controller or pilot when we consider the safety of flights. Nevertheless there is no common detailed evaluation classification of English level proficiency such as scale developed by ICAO for certification of members of cabin crew and Air Traffic Controllers. ICAO amended Annex 1 to add a requirement for all aeroplane and helicopter pilots, flight navigators, flight engineers and air traffic controllers to be assessed in their command of the language used for radio communication. A scale of 1 to 6 has been devised where native speakers would be assessed at Expert Level 6. For those where the language is not the mother tongue ICAO set a minimum of Operational Level 4 for license issue. The abovementioned scale is concentrated mainly on the skills that are involved in radio communication, Speaking and Listening prevailing.

Thus, in order to develop similar scale made specifically for the Aircraft Maintenance Engineers we should investigate what English language skills are dominating in their routine working activity. It is assumed that engineers usually work with documents and maintenance manuals, thus presumably the crucial skills for them would be Reading and Writing, but we suggest further research on this topic.

Both the FAA and EASA (ex-JAA) have had requirements for the English language used by Aircraft Maintenance Technicians in Parts 66-15b, 145-35e and 147 since the 1990s [1,3]. On the other hand, all airlines and MRO organizations are aware of the need for the staff to be proficient in English. However, there is still a missing link which means that many operators struggle to interpret and find appropriate training and assessment solutions to implement these requirements on the flight line, in the hangar and the workshop. The needs vary from one location, activity and skill to another. Unlike the statutory ICAO Language Proficiency Requirements for pilots and controllers, the FAA and EASA requirements contain no rating scale, detailed holistic descriptors or support mechanisms for their implementation. It is not that more regulation is required, but rather practical guidelines to assist with the interpretation of the existing regulations.

Aviation history shows that some incidents or accidents are directly or indirectly due to maintenance errors involving improper use of maintenance documentation. One of the recent analyses of incidents/accident reports and statistics done for EASA defines the following possible meanings of the term “improper use”:

- No use of documentation;
- Late use of documentation;
- Partial use of documentation;
- Misreading of documentation;
- No respect of documentation content;
- Use of incorrect documentation. [5]

Misreading of documentations means that documentation is not understood correctly due to lack of language proficiency, content being explicitly misinterpreted. Taking into consideration the fact that the English language is used in the majority of aviation documentation
and aircraft technical manuals we are able to claim that engineer’s level of English proficiency influences greatly not only on his performance during working activity but on the safety of flights. Furthermore, poor knowledge of English can have disastrous consequences and lead to fatalities.

Accident that happened in 2003, in which twenty-one people were killed when U.S. Airways Express Flight 5481 crashed in Charlotte, North Carolina, can illustrate how insufficient knowledge of the English language of one particular person, who was a mechanic licensed by FAA, can be the reason of deaths and destructions.

One reason for the crash, investigators found, was that low-wage mechanics who can't read English incorrectly connected the cables to some of the plane's control surfaces in the repair shop. The FAA was cited for improper oversight of the repair process.

Repairing airplanes is a complicated process as each aircraft has many manuals. Typically, when mechanics repair a part, they open the manual, consult the book, and make the repair step-by-step. In addition they make a list of every action they take, so the next person to fix the plane (as well as the people who fly it) will know exactly what has been done.

If mechanics don't speak English, the international language of aviation, they can't read the manual and they can't record their activities creating an issue that is putting the whole aircraft and its occupants in danger.

**Conclusions**

All things considered we should claim that standardization of English language proficiency of aircraft maintenance engineers is a crucial point in aviation safety and the following issues should be investigated thoroughly. First of all we would recommend to define the prevailing language skills that influence the efficiency of AME’s performance, whether these are Reading, Listening, Writing or Speaking. Furthermore it would be necessary to develop a comprehensive scale of English language proficiency classification made specifically for aircraft maintenance engineers, which would be as detailed as ICAO Language Proficiency Requirements for pilots and controllers. This is due to the fact that general non-specific requirements of EASA mentioned in Parts 66 and 145 are not enough for standardization of AME’s compulsory level of English knowledge. This situation may endanger the safety of flights immensely as the English language is meant to be a prominent tool in AME’s working activity.

**References**

MODEL PREDICTIVE CONTROL WITH ATTRACTOR FOR EXPLORATION TASKS

Novel technique of an attractor together with model predictive control is used to optimize the information gathering during exploration. Information value in the form of number of features and their quality was selected. The area coverage and time consumption are much improved in comparison with Greedy method.

Introduction

Nowadays the territory exploration with unmanned aerial vehicles (UAV) finds its application in various areas: mapping of hard-to-reach regions, reconnaissance flights, rescuing and searching flights and others. Finding the best (optimal) trajectory of flight is the urgent problem from the point of view of control and navigation. One of the promising approaches to solution is to use the feature map and its characteristics both in the criteria of optimality of trajectory and in the control.

A feature is the individual measurable properties of the phenomena being observed. For the territory exploration the feature is assumed to be the distinctive area with characteristics which differ from other (e.g., altitude, color, radar image and others). Extracting the features during the flight allows us to compile the feature map and also to test its validity and completeness. Number of features and their quality can be used to formulate the criterion of trajectory selection from the point of view of information value.

The model predictive control (MPC) is used to optimize the forecasts of process behavior. MPC explicitly computes the predicted behavior over some time horizon.

The term MPC, in reality, designates a wide range of control methods that make use of a process model in order to obtain the optimal control value by minimizing a cost function. MPC algorithms differ among themselves mainly due to the model used to represent the process being controlled, the representation of measurement noise and disturbances, and the objective function to be minimized. One disadvantage of such a methodology concerns the computational effort required, as the control actions are obtained by solving a dynamic optimization problem in real time. Regarding high bandwidth applications, such as aeronautics and space, MPC has only recently been studied as a suitable control approach, due to the growth of the processing capability of computational resources, in special with respect to Flight Control Systems (FCS).

Related works

Using an attractor for optimal trajectory planning during Simultaneous Localization and Mapping (SLAM) was proposed in work [1]. But the placement of attractor was selected almost randomly, based on state machine with three possible states: improving map, improving localization, and exploration. That’s why the selection of the attractor position requires further research.

Paper [2] demonstrated two different strategies for decentralized multi-UAV SLAM trajectory control in order to maximize the accuracy of the resulting map feature estimates. The entropy was selected as a measure of the compactness of a distribution and thus the completeness of map. It is used as a utility function for multi-UAV trajectory control based on the expected value of the covariance or information matrix relating to a particular set of vehicle actions.

Paper [3] used a receding time horizon strategy (similar to MPC) for optimal planning and control of UAVs. This requires limited computational resources and offers an explicit mechanism for responding to dynamic environments with obstacles. They perform geolocation incorporating dynamic constraints, though SLAM and coverage were not considered.
**Problem statement**

Considering the motion model of the UAV we can describe the UAV state vector. The estimated state vector \( \hat{x}(k) \) contains the three-dimensional UAV position \( p^w(k) \), velocity \( v^w(k) \), and Euler angles \( \Psi^w(k) \), and the \( N \) three-dimensional feature locations \( m_i^w(k) \) in the environment:

\[
\hat{x}(k) = [p^w(k), v^w(k), \Psi^w(k), m_1^w(k), m_2^w(k), \ldots, m_N^w(k)]^T,
\]

where \( i = 1, \ldots, N \) and index \( n \) indicates the vector that is referenced in a local-level navigation frame (fig. 1).

![Fig. 1 Relationship between navigation frames](image)

The local-level navigation frame is fixed relative to the surface of the Earth and is placed arbitrarily within the operating area of the UAV, x-axis coincides the north direction, y-axis is directed to east and z-axis point down towards the center of the Earth for creation of right-sided coordinate system.

The state estimate \( \hat{x}(k) \) is predicted forward in time by integrating readings using data of the inertial navigation equations:

\[
\begin{align*}
\begin{bmatrix}
    p^w(k) \\
    v^w(k) \\
    \Psi^w(k)
\end{bmatrix}
    &=
\begin{bmatrix}
    p^w(k-1) + v^w(k) \Delta t \\
    v^w(k-1) + [C^w_b(k-1) f^b(k) + g^w] \Delta t \\
    \Psi^w(k-1) + E^w_b(k-1) w^b(k) \Delta t
\end{bmatrix} 
\end{align*}
\]

Where \( f^b \) and \( w^b \) are accelerations and angular rates of body-fixed frame relatively to inertial, \( g^w \) is the acceleration due to gravity, \( \Delta t \) is the integration time step, \( C^w_b \) and \( E^w_b \) are cosine matrix and rotation rate transformation matrix respectively.

Landmark locations are assumed to be stationary and models for landmarks are:

\[
m_i^w(k) = m_i^w(k-1).
\]

We assume that an on-board sensor makes range and azimuth observations of landmark. The ration between position of the feature and attitude of UAV is described by:
\[
\mathbf{z}(k) = \begin{bmatrix}
\rho_i \\
\varphi_i \\
\theta_i
\end{bmatrix}
= 
\begin{bmatrix}
\sqrt{(x')^2 + (y')^2 + (z')^2} \\
\tan^{-1}\left(\frac{y'}{x'}\right) \\
\tan^{-1}\left(\frac{z'}{\sqrt{(x')^2 + (y')^2}}\right)
\end{bmatrix}
\]
\[
\mathbf{p}_m^s = C^s_b \mathbf{C}^b_s \left[ \mathbf{m}_s^b - \mathbf{p}_s^b - C^s_b \mathbf{p}_s^b \right],
\]

where \(\rho_i, \varphi_i, \theta_i\) are the observed range, azimuth and position angle, \(x', y'\) and \(z'\) are the Cartesian coordinates, \(\mathbf{p}_m^s\) is the relative position of the landmark with regard to the sensor, \(\mathbf{C}^s_b\) is the transformation matrix from the body frame to the sensor frame, \(\mathbf{p}_s^b\) is shift of the body-fixed frame relatively to the sensor-fixed frame. The sensor observation model is general and can be specified to any concrete task.

Let’s determine the attractor in the form of point or finite set of points (curve) in order to influence the motion of the UAV to desired locations by influencing the information gain of particular control actions. It is proposed to use the attractor in the form of an artificial feature because the objective function in the MPC strategy is predominately driven by the uncertainty of the features in the map. Through tactical placement of the attractor, the information gain of certain control actions will be increased and thus the motion of the UAV will be directed towards the desired goal. In this approach, the local MPC strategy provides the high level of decisions and goals. The goals are incorporated by the directedness of the incentive provided by the attractor.

**Algorithm of MPC with attractor based on information measure**

At each time step, \(k\), the attractor is placed in the direction of the reference point selected. The attractor needs to be placed in a location visible to the UAV within the planning horizon in order to influence the UAV’s decision. It is proposed to place the attractor at a range equivalent to the UAV’s sensor range.

The UAV is given an artificial state, \(\mathbf{x}_{\text{artificial}}\), and artificial covariance, \(\mathbf{P}_{\text{artificial}}\). The artificial state contains the attractor as a new feature initialized to a position at the UAV’s sensor range in the direction of the exploration point:

\[
\mathbf{P}_{\text{artificial}} = \text{diag}(\mathbf{P}(k) \mathbf{P}_{\text{attractor}})
\]

\[
\mathbf{x}_{\text{artificial}} = \begin{bmatrix}
\hat{x}(k)^T \\
\mathbf{x}_{\text{attractor}}^T
\end{bmatrix}
\]

The UAV sees the attractor as a new feature and is moving to localize it. Once all the exploration points are covered this goal is no longer active.

For the goal of localization improvement, the nearest good feature is selected as the attractor. A good feature is any feature with an uncertainty below a set threshold. If there are no good features then the feature with the lowest uncertainty is selected, \(j_s\), represents the index of the feature selected.

Only the state vector \(\hat{\mathbf{x}}(k)\) is changed. The position of the good feature selected is altered to be at the UAV’s sensor range in the direction of the good feature. The covariance \(\mathbf{P}(k)\) is left unchanged so the affects of the correlation by observing the feature is maintained:

\[
\mathbf{P}_{\text{artificial}} = \mathbf{P}(k)
\]

\[
\mathbf{x}_{\text{artificial}} = \hat{\mathbf{x}}(k)
\]

\[
\mathbf{x}_{\text{artificial}}(J_s) = \mathbf{x}_{\text{attractor}}
\]

The attractor in this case has a low uncertainty equivalent to the uncertainty of the good feature selected. The UAV sees the attractor as a good feature and moves towards it to localize.

3.5.3
For the goal of map improvement the nearest poor feature is selected as the attractor. A poor feature is any feature with an uncertainty above a set threshold. If there are no poor features then the feature with the highest uncertainty is selected.

Similarly only the state vector $\hat{x}(k)$ is changed. The position of the poor feature is set to be at the UAV’s sensor range in the direction of the poor feature. The covariance $P(k)$ is unchanged so that the covariance of the poor feature is maintained.

The UAV sees the attractor as a poor feature and moves towards it to localize it. When all the exploration points have been visited, the UAV may still localize poor features.

The performance of these strategies largely depends on the density of the features and the sensor range. The larger the sensor range, the higher the amount of features and the smaller the exploration space, the easier the exploration task would be.

Even with the attractor present, there is still no guarantee of complete coverage. In the case where there are no features for a long distance, the UAV may become very uncertain of its pose due to the process noise and will be forced to localize every time it attempts to explore in the distance.

The concept that is used for the estimation of the most optimal attractor position is the information measure. A key measure of information is known as entropy. Entropy quantifies the uncertainty involved in predicting the value of a random variable. The goal of the planning is to minimize the entropy and thus maximize the accuracy of the estimates.

The entropy $H(x)$ of a multivariate Gaussian probability distribution can be calculated from its covariance matrix $P$ or Fisher information matrix $Y$ as follows:

$$
H(x) = \frac{1}{2} \log \left( \frac{(2\pi e)^n}{|P|} \right) = \frac{1}{2} \log \left( \frac{(2\pi e)^n}{|Y|} \right).
$$

(3)

At each step $k$, UAV takes an observation. Range and azimuth of the landmark are measured by the on-board sensor and form the measurement vector $z(k)$.

The transformed coordinates of the observed landmarks are recorded on the map. For map updating we also use the empty map and a priori information about potential landmarks. A priori information is the initial information about known landmarks or the information that has already been observed in the past. The map updates after each trial are recorded in the map database.

Taking into account vector $m$, containing the coordinates of all known landmarks, we form several random points of attractor and then calculate potential trajectories toward them.

At regular intervals the UAV takes its current state estimate relating to the map estimates only, i.e. $x_m(k)$ and $P_{mm}(k)$, where:

$$
x_m(k) = \left[ m_1^m(k), m_2^m(k), \ldots, m_N^m(k) \right]^T,
$$

and $P_{mm}(k)$ is a $3N \times 3N$ sub-block matrix of the elements of $P(k)$ relating to the map landmark estimates. The UAV then calculates its posterior information:

$$
Y(k) = P_{mm}^{-1}(k),
$$

$$
Y(k) = Y(k)x_m(k)
$$

The UAV maintains a record of the information update during the last observation (i.e. $Y(k-1)$) which is subtracted from the current information to form the new information that UAV has about the feature map:

$$
Y_{new}(k) = Y(k) - Y(k-1),
$$

$$
z_{new} = z(k) - z(k-1).
$$

When the UAV receives all of the information updates, this information is summed together along with the current UAV information to form the updated estimate of the map landmarks in information form:

$$
Y_{update}(k) = Y(k) + Y_{new}(k),
$$

$$
z_{update}(k) = z(k) + z_{new}(k),
$$

A state space estimate of the map landmark locations and covariance can be calculated:
The UAV computes the utility associated with each trajectory by substituting the local posterior information matrix for each potential trajectory into equations (4). The UAV then chooses the trajectory that minimizes the utility (entropy).

After the selection of the most optimal trajectory the control block calculates the required change of calculated parameters in order to reach final point with coordinates $x_{\text{final}}, y_{\text{final}}$.

During every cycle the recalculation of optimal attractor position is formed. In such way the information is updated and the UAV predictive control is performed.

The developed algorithm was realized in programming language Delphi. The results of simulation are shown in fig. 2.

![Fig. 2 Interface of realized algorithm](image)

**Conclusions**

The main drawback of this program is that the UAV can fly only in the limits of map. When the UAV reaches the edges of the map, it will collide with it and the UAV motion will be forced to the opposite direction.

To solve this problem we can allow the UAV to make a turn outside of the map limits. But the time of the flight will increase in several times. So such solution of this problem will not be optimal for mapping task.

**References**


LINEARIZATION OF CHARACTERISTIC OF INTELLIGENT CAPACITANCE SENSOR

An intelligent capacitive sensor which does not require the inclusion of devices such as a microprocessor, microcontroller or programmable logic controller is described. When using the scheme of linearization in an intelligent capacitive sensor, the relative conversion error that is introduced by elements such as resistors, capacitors and op-amp can be as low as one hundredth of a percent.

Introduction

In measuring technique as well as in control automation technique, various capacitance sensors are used [1-18].

In a capacitive position sensor, the electrified plate is the sensor surface and the second plate is the target. The electronics continuously change the voltage on the sensor surface. This is the excitation voltage. The amount of current required to change the voltage is detected by the electronics and indicates the amount of capacitance between sensor and target. An AC bridge circuit or other active electronic circuit is typically used to convert the capacity change into a current or voltage signal and output. In ordinary capacitance-based position measurement, the size of the sensor and the target, and the dielectric medium (usually air) remain constant. The only variable is the gap. All changes in capacitance are therefore the result of a change in the position of the target relative to the sensor.

In the general case of capacitive sensor capacitor is the element with electric capacitance, which value depends on sensor input value. And physical principles, on which capacitor structure is based, are different in different sensors though there is wide range of their differences. It includes both ordinary mechanic constructions, in which the capacity of capacitor is assigned by mutual alignment of plates, and unconventional designs, based for example on ferroelectrics or pyroelectrics.

Problem statement

While all these sensors have different principles of operation, developers face the problem, which is common for all sensors. It includes the necessity of acquisition of functional relationship between input and output values of sensor or device, which includes this sensor [1,2,4,6–9,11,14]. There are two aspects of this problem. In the first case, if the sensor has natural nonlinearity, it is necessary to implement its linearization. It means that auxiliary hard or software tools, entered into composition of intelligent sensor, are used to implement linear functional relationship between input and output values. The second case is, when the capacitance sensor has natural linear characteristic and according to certain reasons it is needed to obtain required nonlinearity.

Solution of the problem

Assigned task can be easily solved, when the output value has been already converted into digital code. For this purpose there is need to be, for example, microprocessor, microcontroller, programmable logic controller or even computer in the structure of the device.

Still in the case of intelligent sensor construction this is not desirable to include to its composition hardware components of above-listed devices. In this case designers of intelligent sensor face the necessity to find other solutions, by which assigned task can be achieved with using of hardware, which is more preferable to be included in intelligent sensor. Measuring converters, considered in researches [16-18], and also intelligent capacitance sensor developed by authors, exemplify such devices. The scheme of such sensor is represented in fig. 1.
The principle of the device

Conversion of capacity $C_x$ of capacitance sensor into the code is implemented with the help of iterated-integration transducer. It includes such units as a Source of the reference voltage 1, box of switched capacitor - Keys 2,3 and Storage capacitor (capacitor of the capacitance sensor) 11, Integrator 4, Sample-and-hold device SH 5, Comparator 6, Register of bit-balancing 8, Code converter in the time interval 9, Key 10, controlled by Synchronization block 7.

Required nonlinearity of response of intelligent capacitance sensor is created with the help of Code managed resistive matrix 13, Switchboard 12 and Decoder 14.

Such iterative-integration transducer works cyclically. During every cycle charging of Storage capacitor (capacitor of the capacitance sensor) $C_x$ from Source of the reference voltage 1 is carried out, including subsequent discharging of it at the Integrator 4 input. Also sampling of integrator output voltage is implemented by Sample-and-hold device SH 5. Then follows its storage during time $T_c$ of cycle of continuous integration of Sample-and-hold device SH 5 output voltage by Integrator 4, and its transformation by Register of bit-balancing 8 and Code converter in the time interval 9 into impulse $I_x$.

Impulse $I_x$ controls the connection of Code managed resistive matrix 13 with Source of the reference voltage 1 by Switchboard 12. Decoder 14 controls Switchboard 12.

To derive equation of conversion of intelligent capacitive sensor let’s consider its work in linear mode, i.e. without implementation of linearization. In this case resistors matrix is disconnected with generator input. Let’s suppose that voltage at the output of access-storage device is equal to $U_0$ before the first of concerned cycles. So after the ending of conversion cycle the voltage at the output of access-storage device is equal to:

$$U_1 = U_0 + \frac{E_0C_xK_{vF}}{c} - \frac{U_0T_cK_{vF}}{R_c} = \frac{E_0K_{vF}}{c}C_x + U_x \left(1 - \frac{T_cK_{vF}}{R_c}\right),$$

where: $E_0$ – is output voltage of Source of the reference voltage 1; $C_x$ – capacitor capacitance of Storage capacitor (capacitor of the capacitance sensor) 11; $C$ – capacitance of Integrator 4 capacitor; $i$ – resistance of Integrator 4 resistor; $K_{vF}$ - Voltage Follower gain.

Similarly, after ending of the $n$-th cycle of transformation we get the formula:

$$U_n = \frac{E_0K_{vF}}{c}C_x \sum_{j=1}^{n} \left(1 - \frac{T_cK_{vF}}{R_c}\right)^j + U_0 \left(1 - \frac{T_cK_{vF}}{R_c}\right)^n.$$

3.5.7
Expression (1) consists of two parts. One is sum of parts corresponding to geometric progression, which converges at the condition

$$1 - \frac{TcK_{uf}}{Rc} < 1,$$  

Equation (2)

Another one is the part $U_0 \left(1 - \frac{TcK_{uf}}{Rc}\right)$ decreasing at the same condition.

If the condition (2) is fulfilled at the steady-state condition ($n \to \infty$), then the voltage at the output of access-storage device is determined by the expression

$$U_\infty = \lim_{n \to \infty} U_0 = \frac{E_0 R}{Tc} C_x.$$  

Equation (3)

Time of transient process of setting of the voltage is determined by specified accuracy of transformation and actually form a few of cycles.

Code at the output of intelligent capacitance sensor in steady-state condition

$$N_{out} = K_{ADC} U_\infty,$$  

Equation (4)

where: $K_{ADC}$ - ADC gain.

Now consider the linearization of the intelligent capacitive sensor, i.e. its work in the nonlinear regime.

Linearization is performed by means of forming of auxiliary component (voltage) in the accordance to the equation (3).

Linearization voltage $U_l$ is formed by the way of integration during impulses $T_x$ of matrix currents are acting. Resistors connect in turn to the outputs $+E_0$ and $-E_0$ of Source of the reference voltage 1. Polarities of reference voltages, which are connected to the corresponded matrix resistors, as well as values of their resistances, are selected against the required curve form of linearization function.

Equation, defining linearization voltage $U_l$ can be represented in the form:

$$U_l = \frac{E_0 K_{uf}}{RC} \sum_{i=1}^{m} \frac{\sin(T_x-t_i)+\sin(t_{i+1}-T_x)}{2R_i} \text{sign} f'_{limi},$$  

Equation (5)

where: $R_i$ - resistance of $i$-th resistor of resistor matrix; $i = 1, \ldots m$– number of section of piecewise-linear approximation of linearization function $f_{limi}$; $f'_{limi}$ – random linearization function at $i$-th section of approximation; $t_i$ – the time interval from the beginning of the cycle to the beginning to the $i$-th interval (connecting of resistor $R_i$);

$$\text{sign} X \text{ – signum function: } \text{sign}(X) = \begin{cases} -1, & x > 0 \\ +1, & x \leq 0 \end{cases}$$

Conversion equation, taking into account the expressions (3), (4) and (5) can be written as

$$U_{outnl} = K_{ADC} (U_\infty + U_l).$$

Conclusion

An intelligent capacitive sensor can be constructed according to the considered scheme; it does not require the inclusion of devices such as a microprocessor, microcontroller or programmable logic controller.

In this case, taking into account the errors introduced by such elements as resistors, capacitors and an operational amplifier, an intelligent capacitive sensor can be created according to this circuit, which has relative errors of the conversion at the level of hundredths of a percent.

In this case the formation of a wide range of linearizing functions to obtain the desired conversion function may be possibly.
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IMPROVING THE RELIABILITY OF NAVIGATION INFORMATION FOR SMALL UAV

This paper presents an analysis of reliability improvement methods of flight control and navigation systems for unmanned aerial vehicle (UAV). Proposed suboptimal algorithms of integration of navigation systems, which employs maximum likelihood methods (MLE) and complementary compensation filter with variable structure. Redundant information about motion parameters from different UAV systems are used in data fusion algorithms. Structure for possible schemes of integration for navigation systems described.

Background and Objective

The current approach to navigation data fusion for small and miniature UAV is employ integrated inertial satellite navigation system, as main source of information about flight and navigation parameters. Moreover, sensors of such systems are based on low cost MEMS technology and the Extended Kalman Filter (EKF) as the basic data fusion algorithm. Typically, level of GPS/IMU integration structure is loose or tight.

The main drawback with this approach to system integration is low reliability and precision of sensor’s data. The low reliability of the information can lead to loss of the UAV, in particular, the loss of information from the satellite navigation system, for instance caused by satellite radio signal jamming. Rough micromechanical INS unable to provide flight and navigation information with required accuracy, errors degrade exponentially, correction needed even on small autonomous time intervals.

If Kalman filter is based on a complete and perfectly tuned model, the measurements should be zero-mean white noise process otherwise filter is not performing optimally. In practice, it is difficult to know exact values for covariance and from other side with time unmodeled errors will become significant, thus making the filter to diverge. Leading researchers for small UAV platforms solve this problem in most cases using own unique approaches.

In particular in order to overcome divergence large amount Kalman filter modification was developed, for instance: Yasnitsky algorithms, different robust [3] and adaptive extensions [4]. To reduce the amount of computation used reduced the Kalman filter. Also, other approaches to navigation information filtering were introduced.

Thus, research aimed at improving the reliability of flight and navigation systems for small UAVs are relevant.

Statement of Problem

Paper proposes for development of integrated navigation system to focus on improving the reliability and precision of UAV flight navigation algorithms in autonomous mode by maximizing employment of redundancy information, as well as new approaches to problems of data fusion of flight and navigation systems.

Solution Approach

Data fusion of redundant navigation information on board of UAV is proposed to use compensation complementary filter well known from Doppler inertial navigation systems (fig. 1), rather than reduced Kalman filter.

![Fig. 1](image-url)
But instead of the classical aperiodic filter $F(p)$ of compensation schemes, authors propose to use a third order filter with variable structure.

$$F(p) = \begin{cases} 
\frac{1}{T_1 p + 1} & \text{if } t_{up} \leq 3T_1; \\
\frac{3T_2 p + 1}{(T_2 p + 1)(T_2 p + 1)(T_2 p + 1)} & \text{if } 3T_1 < t_{up} \leq 3T_2; \\
\frac{3T_3 p + 1}{(T_3 p + 1)(T_3 p + 1)(T_3 p + 1)} & \text{if } 3T_2 < t_{up},
\end{cases}$$

here $t_{up}$ - uptime of compensation complementary filter.

Studies have shown (Fig. 2), such data fusion algorithm gives results not worse than the Kalman filtering, without affecting the stability of estimation algorithms.

To improve the reliability of the UAV flight control and navigation system proposed to complement navigation system with already existing onboard hardware: air-magnetic navigation instruments. To construct such system azimuth corrector (three axis magnetometer) and pressure sensor (bounds errors of vertical channel of inertial system) is used.

Algorithms of additional air-magnetic navigation system are quite simple:

$$\varphi = \varphi_0 + \int \frac{V_{true} \cos \psi + U \cos \delta}{R_E} dt; \quad \lambda = \lambda_0 + \int \frac{V_{true} \sin \psi + U \sin \delta}{R_E} dt;$$

where $\varphi$, $\varphi_0$, $\lambda$, $\lambda_0$ – current and initial coordinates of UAV; $(V_{true} \cos \psi + U \cos \delta)$, $(V_{true} \sin \psi + U \sin \delta)$ – components of ground speed; $R_E$ – Earth radius; $\psi$ – true magnetic heading.

Barometric altitude $H_B$ and true air speed $V_{true}$ computed based on static $p$ and dynamic $p_{dy}$ pressure.

$$H_B = \frac{T_0}{T_g} \left[ 1 - \left( \frac{p}{p_0} \right)^{\frac{\gamma_0}{8}} \right] \text{ for } H \leq 11000m; \quad V_{true} = \sqrt{2 R_E \left( \frac{k}{k-1} \right) \left( \frac{p_{dy}}{p} \right)^{\frac{k-1}{k}} - 1}$$

3.5.11
where \( \tau_g \) – thermal gradient; \( R_s \) – specific constant; \( k \) – value of adiabat.

The block diagram of an integrated navigation system is shown in fig. 3.

In the normal operation mode, the integrated navigation system implemented as two similar fusion algorithms: air-magnetic and satellite navigation systems, as well as inertial and satellite navigation systems. The resulting estimates of inertial-satellite and satellite-air-magnetic navigation systems further estimated by MLE method.

Since the output of complementary compensation filters current evolution of errors in the first case inertial, in second air-magnetic are observed, there is a possibility of approximating the evolution of these errors, with their further extrapolation. Predicted errors are used in the autonomous operation mode of navigation system, increasing reliability navigation means of UAV (fig. 4).

Naturally, degree of confidence in data of the INS gradually decreases and, eventually, system employs only a purely air-magnetic method of dead reckoning. The accuracy of estimation of flight parameters is reduced with time too, but this approach gives possibility to continue flight and return UAV to home base.
To improve the reliability of attitude parameters, in conjunction with information from the inertial system, alternative information, received from included functional units. For these purposes, nogyroscopic means of orientation measurement is used: magnetic, pyrometric, and aerodynamic. Information from various sources is treated as redundant and processed to correct the inertial vertical.

Conclusions

The proposed approach to the designing of small UAV navigation systems suggests the possibility of obtaining additional information about the parameters of motion of the object from included functional units, using it as redundant data in the fusion algorithms, based on maximum likelihood methods and complementary compensation filter with variable structure. This approach introduces robustness and stability to estimation algorithms. This approach significantly increases the reliability of the information support mission of the UAV in autonomous mode of the navigation system.
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LIMIT CYCLES IN NONLINEAR SYSTEMS OF STABILIZATION

The conditions of appearing of periodic damped oscillations in nonlinear systems of stabilization have been considered.

Introduction and statement of the problem

Many systems contain elements, which are described by nonlinear equations and have essentially nonlinear characteristics. Examples are the elements with characteristics such as insensitivity zone, saturation (limitation), the ideal relay, the hysteresis loop, the relay with hysteresis, etc. The system, which includes at least one such element is a nonlinear.

Fig. 1 shows a block diagram of a nonlinear system of stabilization.

The moment of stabilization is formed through the sensor channel of angular deviation and through the speed sensor of angular deviation of control object

\[ M_s = M_G + M_D = k_G G_m + k_D D_m, \]

where \( G_m, D_m \) - structural stiffness and damping of the system, respectively; \( 0 \leq k_G \leq 1 \) and \( 0 \leq k_D \leq 1 \) - coefficients of regulating the stiffness and damping. The system regulator has a linear characteristic with insensitivity zone. The friction in the frame pillar of gyroscopic angle sensor - a "dry"

\[ M_{f \theta} = -M_{f \theta} \text{sign} \theta; \]
\[ M_{f \phi} = -M_{f \phi} \text{sign} \phi. \]

Thus, the nonlinear system of stabilization consists of both linear and nonlinear elements.

The main feature of nonlinear systems should be consider the appearing possibility of limit cycles in them - periodic undamped oscillations. Thus, amplitude of those undamped oscillations is independent of external influence as well as of initial conditions. In general, the limit cycle may be not sinusoidal.

In this regard in researching of appearing possibility of limit cycles in nonlinear systems of stabilization, determination of their parameters and stability analysis, synthesis of corrective devices, which eliminating the appearance in nonlinear system limit cycle, present considerable interest.

Problem solving

Consider the system of stabilization, angle sensor which has not error \( \Delta \varphi \), caused by the action of perturbing moments \( M_x, M_y \) on the frame of three-stage gyro. If necessary, angle sensor, as a nonlinear element, can be investigated separately for checking the appearance of limit cycles in it.
The principle of superposition does not apply to nonlinear systems, so, we will consider the system that is only under the action of the control signal \( \varphi_c \). Because of adopted limitations, the block diagram of a nonlinear system of stabilization acquire a typical kind.

After the convolution of contour \( I \) and the transition to the frequency domain, we obtain an equivalent of frequency transfer function of the linear part of the stabilization system

\[
W(j\omega) = \frac{k_G k_0 G_m}{[-T_0 + T_\omega + j(1 + k_D k_0 D_m - T_0 T_\omega^2)]\omega}.
\] (1)

We will apply to the nonlinear element method of harmonic linearization and will find in the handbook on automation the function which describe it \([1,2]\)

\[
W_f(a_m, \omega) = \frac{n_l + jC_l}{a_m} = k - \frac{2k}{\pi} \left[ \arcsin \frac{b}{a_m} + \frac{b}{a_m} \sqrt{1 - \frac{b^2}{a_m^2}} \right],
\] (2)

where \( b \) - width of the insensitivity zone; \( k \) - the gain coefficient in the linear regime.

Note that the fundamental difference between harmonic linearization and usual linearization is that if we have harmonic linearization, the nonlinear characteristic we will change to linear, the slope of which depends on the amplitude of the signal at the input of the nonlinear element.

In a closed system can predict the existence of a limit cycle, if for some values of the amplitudes \( a_{m0} \) and frequencies \( \omega_0 \) of the signal at the input of the nonlinear element the amplitude and phase of the frequency response characteristic (APFRC) of open circuit will be equal to

\[
1 + W(j\omega) W_f(a_m, \omega) = 0.
\] (3)

Let’s rewrite equation (3) as

\[
W(j\omega) = -\frac{1}{W_f(a_m, \omega)}.
\] (4)

The left-hand side of equation (4) is APFRC of linear component of stabilization system. The right-hand side - reverse APFRC of nonlinear element, taken with opposite sign. The parameters \( W(j\omega) \) are determined only by the frequency of input signal and does not depend on its amplitude. But parameters like \( -\frac{1}{W_f(a_m, \omega)} \), are on the contrary, determined only by the amplitude of the signal at the input of the nonlinear element and does not depend on its frequency.

Therefore, if it build graphical images on complex plane \( W(j\omega) \) and \( -\frac{1}{W_f(a_m, \omega)} \), then the point of its intersection will satisfy the expression (4). The obtained values of the amplitude \( a_{m0} \) and frequency \( \omega_0 \) determine the changing law of the limit cycle.

When plotting the inverse APFRC of nonlinear element, we take into account the particular cases of calculation its describing function

\[
W_f(a_m = b) = k - \frac{2k}{\pi} \left( \arcsin 1 + \sqrt{0} \right) = k - \frac{2k \cdot \pi}{2} = 0;
\]

\[
W_f(a_m \to \infty) = k - \frac{2k}{\pi} \left( \arcsin 0 + 0 \sqrt{1} \right) = k.
\]

Graphical representation of \( -\frac{1}{W_f(a_m, \omega)} \) in the complex plane (fig.2) is a straight line coinciding
with the negative direction of the $x$-axis. The maximum value equal to $-\frac{1}{k}$ the inverse APFRC reaches with $a_m \to \infty$.

![APFRC graph](image)

**Fig.2 Parameters of the limit cycle**

On the basis of the frequency transfer function (1) of the linear component of the system, we find an algorithm calculating its APFRC

$$W(j\omega) = \frac{-k_G k_0 G_m (T_0 + T)}{(T_0 + T)^2 \omega^2 + (1 + k_D k_0 D_m - T_0 T\omega^2)} + j \left[\frac{k_G k_0 G_m (1 + k_D k_0 D_m - T_0 T\omega^2)}{(T_0 + T)^2 \omega^2 + (1 + k_D k_0 D_m - T_0 T\omega^2)}\right].$$  \(5\)

APFRC graph $W(j\omega)$ on the complex plane, when the frequency signal $\omega$ is changed from 0 to $\infty$ is presented in fig.2 by dotted line.

Let find the coordinate of the point of intersection $W(j\omega)$ and $-\frac{1}{W_f(a_m,\omega)}$.

First of all we determine from (5) the frequency of possible limit cycle $\omega_0 = \sqrt{\frac{1 + k_D k_0 D_m}{T_0 T}}$.

Substituting the value $\omega_0$ into the real component of equation (5), we find

$$P(\omega_0) = \frac{-k_G k_0 G_m T_0 T}{(T_0 + T)(1 + k_D k_0 D_m)}.$$

A limit cycle will be possible if $\left|\frac{1}{k}\right| < P(\omega_0)$, so $k > \frac{(T_0 + T)(1 + k_D k_0 D_m)}{k_G k_0 G_m T_0 T}$.

The amplitude of a possible limit cycle $a_{m_0}$ we find, in accordance with equation (4), after the substitution of values in it for $W(j\omega_0)$ and $W_f(a_m,\omega)$

$$\frac{-k_G k_0 G_m T_0 T}{(T_0 + T)(1 + k_D k_0 D_m)} = \frac{-1}{k - \frac{2k}{\pi} \arcsin \frac{b}{a_m} + \frac{b}{a_m} \sqrt{1 - \frac{b^2}{a_m^2}}}.$$  \(6\)

In practice, the amplitude is determined by the tables function $W_f(a_m,\omega)$ for found value of left-hand side of equation (6) if there is information about the parameter $b$ of the nonlinear element.

According to the received data we write the variation law of possible limit cycle $\varphi_0(t) = -\varphi(t) = -a_{m_0} \sin \omega_0 t$.

In the stable limit cycle the oscillation amplitude returned to its previous value after its change, that is caused by this or any other perturbation. Otherwise, the limit cycle is unstable. If, for example, in a nonlinear system of stabilization an unstable limit cycle is possible, then with amplitude decreasing, due to any factor, these oscillations are damped with time. Conversely, if the oscillation amplitude increases, then it will increase without limit or in system a new limit cycle will arise with another amplitude or with another frequency.
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Stability of limit cycle can be estimated, for example, using the criterion of Goldfarb [3]. In accordance with fig.2 we make a conclusion about the unstable limit cycle in the considering nonlinear system.

In any case, it is desirable to avoid the occurrence of limit cycles. This issue can be resolved by introducing into the nonlinear system the correction circuits.

We denote the transfer function of the corrective circuit $W_{cc}(s)$. Applying to the corrected nonlinear system of stabilization method of describing functions we can be write

$$W_{cc}(j\omega)W(j\omega) = -\frac{1}{W_f(a_m, \mu)}.$$ 

Thus, the frequency transfer function of the linear part of the corrected system is determined by the product of the frequency transfer functions of the corrective circuit and of linear component. Therefore, APFRC of the linear part of the corrected system will be a scaled APFRC of its linear component.

Corrective circuit should be chosen with such frequency transfer function $W_{cc}(j\omega)$, to prevent the crossing in the complex plane of inverse APFRC of nonlinear element and of APFRC of linear part of corrected system.

Let introduce into the nonlinear system of stabilization a corrective circuit with gain coefficient $k_{cc}$.

Limit cycle will be excluded if the coordinate of the point of intersection of the corrected APFRC of the linear part of the system of stabilization $k_{cc}P(u_0)$ will not exceed the maximum value of the inverse APFRC of nonlinear element

$$\left|\frac{1}{k}\right| > \frac{k_{cc}k_c k_0G_m T_0}{(T_0 + T)(1 + k_D k_0 D_m)}.$$ 

From the last inequality we find the value of the gain coefficient of the corrective circuit

$$k_{cc} < \frac{(T_0 + T)(1 + k_D k_0 D_m)}{kk_c k_0 G_m T_0 T},$$

which ensures the exclusion of occurrence of the limit cycle.

**Conclusions**

The presence of nonlinearities in the system of stabilization leads to the possibility of occurrence in the system periodic undamped oscillations - limit cycles.

The existence of a limit cycle and its parameters can be predicted based on the analysis of APFRC of linear component of the system and of inverse APFRC of nonlinear element, taken with the sign "minus". The introduction into the nonlinear system of stabilization corrective circuits will eliminate the possibility of occurrence of limit cycle in the system.

**References**

The paper examines approaches to solving the problem of improving the effectiveness and safety of aircraft on the example of the implementation methodology of predictive modeling of the flight path of aircraft in a compressed time scale in the CWU board.

**Problem statement**

The past century has brought to humanity not only the rapid development of technology and related amenities in all spheres of life, but also new, not previously known problem - the so-called man-machine, or ergatic, systems. The system of "pilot-aircraft", which soon became regarded as a system of "crew - aircraft - the environment," the first days of operation of aerodynamic aircraft is one of the most heroic and dramatic chapters in the history of human society[1,2,3].

Ensuring the safety of (ES) and the effectiveness of the civil aviation (CA) - material losses caused by an accident (A) are supplemented, as a rule of men Because of this problem (ES) in the CA has an important economic, logistical, moral and ethical value.

The concept of "performance fly" refers to the impact of air transportation of passengers and cargo, providing high levels of regularity and economy. The problem of efficiency, therefore, cost of flight is complex and is located at the junction of several sciences, air operations, flight dynamics, aerodynamics and economy of air transport, and is characterized by safety and efficiency of air traffic.

In the development of the global CA to the fore the problem of preventing or at least significantly reduce the relative amount of AP as a result of improper actions during the flight crews are based on objectively established proper conditions nonoptimal flight crew activity or inactivity. Currently, the most frequent causes of accidents include: collision with the earth's surface or artificial obstacles almost serviceable aircraft (Armed Forces); deterioration or complete loss of control in flight due to Sun exposure is quite determinate internal or external disturbing factors, which could be relatively easy to avoid or overcome.

**Task**

The above reasons are directly related to the activities of the crews to manage the trajectory of the aircraft in the airspace. Consequently, the approach to safety improved performance should be based on scientific research, which is the subject of the flight control by crew the intellectualization of the onboard equipment - automatic on-board intelligent flight control system - as the original draft version of the aircraft type. Consequently, the main task of ensuring aviation safety is a complex system of training and development of flight-training of crew and service and equipped the aircraft by the highly intelligent and comfortable on-board automated control systems of aircraft on all phases of its flight.

Thus, the purpose of this paper is to introduce a wide range of technical specialists of civil aviation and the main challenges facing the aviation industry of the country, to provide the basic conceptual directions of change, modernization and development of civil aviation from the perspective of the state, as well as to identify appropriate ways of addressing the scientific and technical questions.

**Problem solution**

Analysis of available information and analytical materials allows you to identify the main reasons entailing accidents and disasters, decline in air transport safety and transport.

Considering the educational process and shaped the country's institutions of higher education as the foundation of the cell system efficiency and safety aircraft, it must be noted on the orientation of science teaching and student groups at universities offer specialized techniques and methods for raising issues of safety - designing fault-tolerant, adaptive and robust systems flight control aircraft, equipping them with modern intellectual integrated avionics computer.
Motion control of the aircraft includes a planning problem (installation) of the trajectory, so that one of the promising areas of the problem of prediction and selection of the optimal trajectory of the aircraft in view of its implementation for the given aerodynamic characteristics of aircraft [6,7]. Emphasis is placed on the development and implementation of computational methods in a compressed time scale, realizing the trajectory in real time. It is possible to use software package synthesis paths ("trajectories generator"), which yields physically realizable software ("feed-forward", "predict") and reference ("reference", "desirable") trajectory in the presence of restrictions on the management and environment.

Under consideration is related to the direction of the trajectory simulations of one or more aircraft in the external environment in terms of controlled flights are subject to change (meteorological, space sector, the characteristics of aircraft flight).

The generalized structure of the simulation block dynamic model is presented in Fig.1.

![Fig.1 Structure of the dynamic model simulation block](image)

There are two ways of modeling the trajectory:

Option 1 (closer to the scaled-down simulation):
- Controlling inputs in the simulation are the values of parameters: latitude $\varphi$; geographical longitude $\lambda$; drift angle $\beta$; roll angle $\gamma$, pitching $\delta$; gyro-cours $\psi$; ground (path) speed $W_{\text{path}}$; dash (device) speed $V_{\text{mes}}$;
- information from the outputs of navigation sensors comes in a digital computer, and then compute the navigation task; as the actual sensors - inertial system (INS), air data system (ADS), a satellite navigation system (SNS);
- as a result of modeling in the digital computer to control the flight path used by a given value of the roll angle $\gamma_{\text{giv}}$ (for the horizontal plane);
- this information goes to the ACS, and then commands enter to actuators - maneuvering the aircraft;
- as feedback from the ACS in a digital computer - the deviation of the exchange rate ($\xi_{\text{cours}}$), deviation from the glide path ($\xi_{\text{glide}}$).

The structure scheme is shown on fig.2.

Option 2 (mathematical modeling and simulation)
- instead of the actual sensor signals using mathematical models (created in the digital computer simulation environment of the sensor and navigation data errors). Block diagram of the system modeling the trajectory shown in Fig.3.
Fig. 4. Structure scheme of simulation processes

Trajectories simulation options, consisting (given) of the sample sites (segments) of the trajectory - straight and curved (drop-down, bottom-up), which correspond to the different duration and intensity of maneuvering phases of aircraft flight along the route - are presented in Fig. 5 [7,8].
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Fig. 5. Typical trajectories of aircraft at different flight stages

Fig. 6 shows the simulator programming interface in entered with the results of imaging (visualization) aircraft flight trajectories for several calculated sections (segments).

Conclusions

So, research has shown more efficient aircraft flight can be carried out in the following areas [2,4,5]:
1 - optimization of trajectories and the technology of flight;
2 - optimization of the aerodynamic configuration;
3 - parameter optimization of power plant.

The peculiarity of the flight trajectory optimization mode is the use of economic criteria and accounting requirements for flight safety, Separation and physiology of the passengers. The optimal regimes of flight and the optimal trajectory depend on the technical and economic parameters: the cost of aviation fuel and the equivalent parameter proportional to the value of time, shape the trajectory and time (flight) costs. An increase in the cost of fuel reduces the optimal speed at cruising stage, stages of the climb and descent. Studies show that with increasing ratio of fuel cost to the equivalent parameter tailwind component of wind velocity and a decrease in the coefficient of individual optimal velocity trajectory of civil aircraft. The optimal flight modes algorithms structure (OFMAS) depends on flight mass index of the cost of fuel, wind direction and speed.
Fig. 6. Typical trajectories of aircraft at different flight stages simulator

Algorithms for preemptive model (aircraft trajectory prediction) designed for use such in systems optimization of flight or on-board flight-navigation complexes (BFNC) as in ground control (dispatcher) stations.

Optimization of the aerodynamic design of civilian aircraft is reduced to determining the angles deviation optimal balancing of the stabilizer, elevator, and the alignment deviation on the mechanization of the various phases of flight. Optimal alignment of the aircraft to reduce the loss of aerodynamic balancing quality, extremely close to the rear, the optimal combination of the angles of deflection of the elevator and stabilizer depends on the aerodynamic characteristics of the stabilizer and flight parameters. Algorithms for parameter optimization of aerodynamic configurations are designed for use in the optimal configuration automatic control system (OC ACS).

The power plant parameters optimization is reduced to the determination of these parameters to minimize the unit cost of jet fuel for that flight mode. Algorithms for optimization of these parameters are intended for use in the power plant parameters optimization (PPPO).
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RESULTS AND PROSPECTS OF AIRCRAFT MANUAL CONTROL SYSTEMS DEVELOPMENT

The main cause of piloting mistakes due to the overload of pilots vision and attention during the aircraft piloting because of simultaneous solving parallel tasks is stated in this report. The method of unloading of the pilots vision and attention at the cost of internal kinesthetic contour of human control which is included into the process of aircraft piloting is proposed in this report.

Introduction, analysis of the causes of mistakes piloting. It has passed 100 years since the start of aviation development. During this time, much has changed airframe and its engines appeared and improved automatic control systems and only manual systems and controls have not changed fundamentally. During all this time it has never been questioned the correctness of the original principles of manual controls that have arisen with the advent of the airplane.

However, with increasing of number and complexity of problems solved at the same time by pilot, a problem of rational use of options of the pilot for solving whole complex of tasks. This problem is particularly important for designers of aircraft traffic control systems, as for traffic control for a long time is necessary vision and attention of the pilot, who are diverted to solution of other equally important, performed at the same time, problems.

Test pilots give "good" to manual control systems of aircraft. Designers refer to the pilots, saying, "pilots like the manual control"

However, accidents caused by aircraft crew say otherwise. If the pilots who are controlling the motion of the aircraft die together with passengers, it means that, in fact, they do not like the control system of aircraft.

Accident of aircraft TU-154 in Norilsk shows inconsistency of manual control of angular position and automatic control of the speed of flight [1].

Accident in Irkutsk shows inconsistency of automatic control of angular movement and of manual control of flight speed [2].

Rough landing of IL-86 in Simferopol, TU-154 in Tashkent, Borispol, Sochi shows the difficulty of simultaneous control of the angular position and speed of flight [3].

Death of the commander of plane TU-134 in flight to Vnukovo is evidence of intensive health expenditure of the central nervous system of pilot in the aircraft manual control [4].

The reason for the difficulties of manual control is in reluctance to manual control systems designers to understand the human operator. Due to insufficient knowledge about human operator, he is a "black box".

Medics, with rare exceptions, do not know the equipment and are concentrated in rejection of pilots. Training of pilots is expensive and early removal of the pilots from flight-is an unacceptable luxury.

Ergonomics is trying to solve the "Machine-Man" problem. However, the introduction of the results of this science is prevented by the inertia of thinking of designers, developed over the past hundred years.

Passengers and line pilots are interested in implementing of the results of this science, as they both die in accidents.

However, passengers do not know what can be done to improve flight safety and trust in the designers, naively believing that the designers are doing their best to improve the safety of flight.

Line Pilots rely on the test pilots, that they sort out a plane crash and corrected mistakes of designers.
Designers don’t give to test pilots knowledge about achievements in ergonomics, following the line of least cost for the development of control systems and reproduction of the old principles of the new aircraft manual control.

They took vision and attention of the pilot mainly to control of the angular position and speed of flight, and at the same time adding more and more control and monitoring functions in other systems.

**Overload of vision and attention of pilot by functions of the simultaneous control and monitoring of multiple systems is a major cause of mistakes of pilot.**

Designers do not want to solve the problem of unloading of vision and attention of pilot by improving the design of control systems, allowing more efficient use of the sense organs and central nervous system of pilot, but moving towards increased use of vision and attention, demanding to improve selection, training pilots, and increase the responsibility for piloting mistakes.

However, they can not overcome the natural limitations of man, using unnatural manual control.

The man in the process phylogenesis and ontogenesis (development of humanity and specific individual) has developed a central nervous system, for which the proposed distribution of the control function tools of labor between the sense organs and brain structures is an unnatural and unhealthy.

With unnatural (professional) control skills high quality control in difficult situations can not be achieved.

**Presentation of the basic materials of research**

Human capabilities depend on the dynamics of the object and method of its inclusion in the control loops of man. Internal and external control loops are distinguished in humans [5]. Internal is used for direct control of objects in his hand, information about them is perceived by kinesthesia, external - for remote control of objects, information about which can be perceived by external senses (vision, hearing etc).

The low level of development of science and technology when aircraft has appeared and ease of inclusion in the outer contour of the aircraft has led to the fact that the issue of inclusion into the inner contour of the aircraft was not placed then and ever since the inclusion of the outer contour of the aircraft was considered the only possible one.

Casual aircraft manual control systems use kinetic control device with visual indication device.

Main disadvantage of visual-kinetic systems is in that the pilot needs vision for all control systems, so he needs to overload and dissipate it.

If the attention of pilot is concentrated on one system, the control in other systems is absent or there is mistake control. Designers try to change pilots with automatics, or to divide its functions between crew due to overload of pilots visual organs. That’s why problems of coordination between pilot and automatics and crew arise. These problems are usually more difficult to solve than problems connected with pilots interaction with controls.

**The other way of solution of problem of pilots interaction with aircraft is to use invention “Console, system, method of control and stabilization of regulated value of motion of aircraft” [6].**

There is not only external visual single-channel, but also internal multi-channel kinesthetic contour, which unloads vision and attention of human during control of objects with different dynamics which are in his hand.

It is needed to create objective model of aircraft’s dynamics using the aircraft itself, to take it in hands and to control the objective model, for inclusion of aircraft into internal control contour. In this case the method of external control is called quasiojective.

Objective model of aircraft dynamics is kinesthetic console in which control element and indicating element of regulated value are combined in a single device.
For this it is necessary to create kinesthetic indicator which can translate information to the hand of operator. This can be done by taking into the hand the pointer of kinesthetic indicator of angular position or speed and to use kinesthetic indicator as the control element in the same time.

Usually external indicators are created as servo systems. Servo system can be used as control element if force will be applied to control column rigidly connected to output shaft of the actuating motor of servo system. Force from servo system must be translated to actuating device of manual system. Deflection of control column under the action of pilot’s force can be done negligibly small for eye, but sufficient to cause aircraft motion. Control column must be unmoved until start of motion. Then servo system causes lever to move in the same way as pilot under the action of signal from sensor of regulated value of object and as a result aircraft moves synchronously with pilot.

If disturbances act on the aircraft, than it tends to change its position in space and position of control column.

Pilot in his turn tries to save position of his hand and will counter to control columns deviation and will create signal in servo system of kinesthetic pointer and through actuating device of manual system will counter disturbances.

Simultaneous control of pitch angle and speed of flight was modeled in experiment done in NAU. During simultaneous control aircraft nose-downing causes increase of speed. If pilot moves lever outwards, making aircraft to nose-down, than speed control column tries to move forward showing increase of speed. Pilot holding control column of kinesthetic speed indicator through actuating mechanism of thrust automaton remotely moves engine control column to the side of speed decrease. As a result of pilots interaction with two control columns control and stabilization of pitch angle is done. Pilot uses his vision mainly for discrete control of correctness of change of pitch angle and absence of change of speed. Continuous pitch angle control and stabilization of speed is performed by internal kinesthetic contour without vision of pilot, using only objective control skills.

All people have skills to control objects with dynamics similar to dynamics of aircraft so process of control of speed and pitch angle don’t need special training.

Initial training needed for both types of control lies in prescribing direction of applied forces and corresponding to them motion of pointers. In manual mode it is needed to make additional control law: needed deviation of lever in dependence on needed deviation of pointer.

In quasiobjective method the control law pilot makes himself commanding to deviate pitch lever from initial position to needed one and speed control column to hold in its position.

Conclusions
1. Unload of vision and attention of pilot with the help of kinesthesia allow to increase quality of control of parallel tasks solved by pilot, to improve pilots physical state, and to increase flying age of pilot.
2. Usage of pilot’s objective skills for control of aircraft will decrease training time of pilots and will assist in aircrafts transformation into a personal vehicle.
3. Quasiobjective aircraft motion control system opens new direction of automatization. It is suggested to include internal contour of human with the help of kinesthetic console instead of change of human operator by machine. Main task of machine is not in replacement of human but in full-scale modeling of aircrafts dynamics.

Prospects of further research of quasiobjective aircraft motion control.
Perspectives of further researches in this case depend on cooperation of Secretariat of ICAO and usage of quasiobjective control in practice of designers of aircraft motion control systems.

Author of report expects for cooperation of ICAO Secretariat to this usage of quasiobjective control mentioning ICAO official documentation which descripts dependence of flight safety from human factor and the ways of safety increase. In foreword to ICAO document №217-AN/132 in statement 1 is told:”nearly three fourth of accidents are caused by non optimal human actions and this shows that every achievement in this sphere will help to increase the level of flight safety”;

3.5.26
In statement 6 of this document it is told “ICAO Secretariat will tend to help countries by requesting additional information about present materials from different sources about researches made in countries and help from different organizations and private persons.”

In document ICAO № 277-AN/163 during quoting of speech of president of ICAO dr. Assas Kotayt on opening of fourth international ICAO symposium about flight safety and human factor the main way for improving of safety is shown.

1. “Remember human can not do more than system in which he works can allow; ways for understanding of human factors in sphere of flight safety will depend in large measure on you.”

2. “My proposition is rather easy: human abilities must be taken into a count on the stage of designing of our systems, before they will be used.”
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ONBOARD DENSITY METER OF JET FUEL

Necessity of measuring the density of jet fuel is considered. A brief review of current density meters is given. It is proposed a device for measuring the density of jet fuel, built on the hydrostatic principle. Differential manometer with capacitive sensor of micromovings is proposed for apply. That device takes ability to design a equipment with placement on the outside of the fuel tank.

Today state of avionic, the introduction of computer technology in the aviation equipment, as well as increased demands on the efficiency of aviation equipment require improvement the quality of the most important parameters of the aircraft systems. This, in turn, refers to the fuel gauging system (TGS).

A brief analysis of operating experience TGS shows, that the level of reliability, measurement errors, maintenance costs need to be further improved. At the present time to measure the amount of fuel on board the aircraft are generally used technical means, based on measuring the level of fuel in the tanks. To determine the amount of mass (stock) fuel is necessary to have information about the density of the fuel tank, as the massive amount of fuel calculated in terms of fuel, measured in each tank, and fuel density. On the majority of aircraft fuel density is not measured, the assumed value of the known density of a particular type of fuel (T-1, TS-1, T-6, etc.) is entered manually on the remote control flight engineer [1].

The dependence of the volume of fuel from its level in the tank is nonlinear. This is due to variable cross-section area of the tank. Removal of non-linearity in capacitive fuel level profiling is achieved by capacitive level sensors. With the introduction of digital technology in the equipment of modern aircraft is the use of digital processing of initial information.

The firm "Honeywell" has developed a modern digital system measuring the amount of fuel (FQIS), which is currently used on the Boeing 767. Measuring the amount of fuel is performed capacitive fuel level, which uses vertically oriented cylindrical capacitive sensors. One of the significant advantages of the system is FQIS introduction to the device measuring the density of jet fuel. This allows the system to be tolerant to changes in fuel composition without compromising accuracy. FQIS system also has the ability to withstand high levels of accuracy for fuel contamination. Massive amount of fuel in the system FQIS calculated in terms of fuel, measured in each tank, and the density of the fuel in the tank is measured by the densitometer. Designed system based on digital data processing techniques. The system has a dual-channel digital data processing in the CPU, digital display (indicator) of fuel on the dashboard, the continuous measurement of the density of fuel in each tank, both in flight and on ground.

Operating the system FQIS shows a significant advantage of the digital system of measuring the amount of fuel, which has in its onboard aircraft fuel density meter. Obviously, there is need for the development and implementation of such systems in new types of domestic aircraft and the upgrading of existing measuring systems of jet fuel.

The use of densitometers in the TGS will provide information about the mass amount of jet fuel on the board of aircraft. On the recommendations of ICAO new equipment must have a minimum investment of time and funds for its maintenance during operation. As one of the ways to achieve this requirement, a recommendation is to develop equipment with placement on the outside of the fuel tank.

Thus, it is necessary to choose the principle of the action densitometer and to develop design densitometer for placement on the outside of the fuel tank.

Analysis of the existing meters of liquid density shows the following. By the method of measuring the density of liquid density meters are divided into the following groups: float, weight, hydrostatic, radioisotope, vibration and ultrasound.

*Float and weight densitometers* can be used only on inanimate objects.
Radioisotope densitometer (Boeing-767) uses the principle of attenuation of gamma particles emitted by a source of low-intensive (an isotope of Americium 241), the weakening of the radiation intensity is a function of the density of the material during the passage of particles through it. The number of gamma particles that reach each of the two detector tube densitometer, the processor is calculated (Fig. 1). Passage of particles through a range of different distances in the fuel to each tube detector, allows us to calculate the density of the relative numbers of particles that reach each tube. This radiometric approach using a dual detector simplifies design and improves the accuracy of the densitometer measurement of density by excluding such factors as: the initial intensity of the radiation source, the fall of the intensity of the radiation source, the voltage supply tube detector, the effect of temperature on the tube detector and electronics.

![Fig. 1. The principle of the radiometric density meter](image-url)

Density depends on the type and temperature of the fuel. Temperature dependence of the density of the fuel is defined as

$$\rho = \rho_0 (1 - \beta T),$$

where $\rho_0$ - the fuel density at 20°C, $\beta$ - temperature coefficient of the fuel, $T$ - temperature of the fuel °C. To eliminate the methodical error, which associated from the change of fuel and the ambient temperature, the measurement of fuel supply in terms of mass, is necessary to apply different methods that take into account these factors. Radiometric density meter can not be applied to solve that problem. Its application requires placement on the inside of the fuel tank (innertank placement).

The operating principle of an ultrasonic densitometer based on the dependence of sound speed $c$ in a medium from a density of its: $c = \frac{1}{\sqrt{\beta \rho}}$

where $\beta$ - coefficient of adiabatic compressibility

However, ultrasound densitometer also applies to the innertank equipment

*Vibration densitometer of fluid.* Vibration densitometer is a hollow cylinder, which is located between the electromagnetic induction coil and sensor of the cylinder deformation. The signal of the inductive sensor to the input of the amplifier. The output of the amplifier is fed to the electromagnetic coil. The chain of "coil - cylinder - sensor" is a positive-feedback amplifier, which are excited by own (resonant) oscillations of the cylinder. The resonant frequency of vibration of the cylinder in a substance depends on the density of matter, is less than the frequency, the greater the density of a controlled substance.

Vibration measuring the density of liquids ВИП 2МР - budget alternative to the densitometer foreign manufacturers. His work is also based on the measurement of the oscillation period of the original configuration of a hollow tube filled with test liquid, and then calculating the value of its density using the results of the preliminary calibration of the two substances of known density, such
as air and water. In the apparatus is automatic conversion of the results obtained in the density associated with the performance. The vibrating densitometer can be placed outside the tank.

The hydrostatic densitometer is proposed to apply. Linear dependence of the pressure of the liquid column a fixed size from the density of the controlled fluid is used in the hydrostatic densitometer. The pressure of the liquid column is measured directly, such as a membrane manometer, or indirectly - by blowing air through the fluid whose pressure is proportional to the column of liquid. For elimination the effect of variations in temperature and level of the liquid is often used a differential method: measure the differential pressure by the differential manometer.

Review and analysis of patents and technical literature, and also other documentation, shows that the most suitable manometer is discussed in [2]. This design is used in the development of onboard density meter of jet fuel placed outside the tank (Fig. 2). Body of differential manometer is placed on the base, which is located on the bottom of the tank. The hydrostatic pressure of the upper and lower levels enters into the upper and lower differential manometer units across pipes with cranes. On the ground plane is placed electronic block.

The operating principle of the differential manometer is based on a combination of the two manometric assemblies with a common mobile node. His movement is converted into an electrical signal by means of a differential capacitive sensor; the capacitance is measured by a transformer bridge.

Significant features of the device:

- sensing element (SE) is a membrane unit, made an all-metal with the body, which eliminates errors and operational difficulties associated with the clamped (fixed) membrane, as well as increase the temperature stability of the device;
- desktop SE provides the deflection of not more than 0.1mm, which allows to obtain a sufficiently high linearity:
- the device used electrical power capacity differential converter with one-sided readout of useful information, thus avoiding the complexities of providing meaningful contact with the movable part of the sensor;
- use of a transformer bridge can dramatically reduce the measurement error.

For the execution experimental researches was make a pilot device (Fig. 3)

As shown by experimental studies, the amount of information capacity differential pressure transducer is small enough and equal $10^{-3}...10^{-4} \text{pF}$. To obtain sufficient accuracy of such measurements need to apply a measuring device with a sensitivity...
of better than $6^{10} \, pF$.

Review and analysis of measurement devices [3, 4, 5] shows, that transformer measuring bridges are most appropriated.

The main features of such bridge measuring circuits are high stability, good resistance to the influence of external electromagnetic interference and internal stray electric and magnetic connections, a wide frequency range, and exceptional flexibility, providing a variety of measurement modes and opportunities in addressing the diverse functional tasks.

Experimental studies have shown the very real attainability of such results. In order to improve the accuracy of that method of measuring the multi-filyar windings with close electromagnetic coupling are applied. That to ensure the error is not more than 0.001%. One of the main advantages of transforming the shoulder elements with close ties is exceptional stability of the shoulder under the influence of the parasitic conductance, which shunt these elements. A significant advantage of inductively coupled elements of the shoulder is also a high thermal and temporal stability of the relationship apart.

The densitometer circuit of jet fuel is designed, it is constructed on the basis of a transformer bridge the digital trim (Fig. 4). The scheme works as follows

![Fig. 4. Measuring circuit of densitometer with a digital balancing.](image)

Supply voltage of the shoulder transformer T1 served with generator G. The shoulder antiphase voltage supplied to the high-potential electrodes of the capacitive converter CC. As discussed above, is used densitometer with capacity differential converter which have one-sided readout of information. Grounded movable part of the sensor is moved, when the difference of pressures is appeared, after it the capacitance between the electrodes of low-grade and high-potential CC is changing. The signal from the low-potential electrode go to the input of the preamplifier with a high impedance input Am. Generator of time impulses GTI sends a signal to one input of logical element AND-NO($\&$). The signal from the amplifier output of Am gives permission for the passage of impulses GTI to the counter R. The value of the digital code $N_{\rho}$ gradually increases. The impulse signal go to the input of the integrator $\int$, with the increasing output of the integrator signal is fed to the modulator Mod. The reference voltage to the modulator is fed to the generator G with separate windings (in the Fig.4 is not shown). The signal of the modulator is fed to the input of the amplifier out of phase with the signal of unbalance of the bridge. Upon reaching the equality signal output will be equal to zero. The logical element AND-NO close pulsing with the GTI. The resulting value $N_{\rho}$ code carries information about the measured value of density.

**Conclusions**

The construction of the proposed densitometer with placement on the outside of the fuel tank will significantly reduce maintenance costs. The construction of the difmanometer, which is part of the hydrostatic densitometer, provides the required accuracy. The efficiency of the device is tested experimentally. The developed measuring circuit is easy to implement existing components that will lead to the production process of manufacturing of densitometers. The accuracy of
measurements that can be achieved by measuring the proposed scheme makes it possible to carry out continuous quality control of aviation fuel during refueling and during the flight. The measured values of the density of jet fuel are given an electric signal in digital form (binary code) that allows the software to process the information on the digital computer.
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PECULIARITIES OF GAS-DYNAMIC METHOD OF TAKEOFF AND LANDING UAV

The peculiarities of gas-dynamic method take-off and landing an aircraft by using an artificial air flow were considered. The transient characteristics speed of horizontal and vertical air flows, which realized in gas-dynamic device takeoff and landing were obtained.

Introduction

The One of the major tasks, which arise at the development of new aircraft, decrease of runway length.

The takeoff aircraft are defined as process of its transition from a stationary state relative to the earth in a state of flight. The landing aircraft (or UAV) can be defined as a process inverse for takeoff.

Most of the currently used methods of takeoff and landing have been proposed and investigated in the first decades of the XX century to the early days of development aviation [1-2].

From the large list of ways takeoff and landing with a truncated runway in this paper we consider two only: 1) inhibition of the aircraft by propeller engine [1], 2) takeoff (landing) by the wind [2] or counter artificial air flow (CAAF) [3].

First method is most commonly used for heavy transport aircrafts. In the case braking during landing with help by propeller of engine are two possible ways to solve the problem: changing the direction of rotation of the screw on the inverse, a permutation of the propeller blades on a negative angle of attack.

It should be noted that, for example, the engine D-18 (JSC "Motor Sich"), which is installed on transport aircrafts An-124 "Ruslan" and AN-225 "Mriya", is equipped a device with effective back draft. This device is established in the circuit the fan.

For the light aircrafts the reverse thrust (or braking by propeller engine aircraft), as a rule does not apply. A more rational way of deceleration of these aircraft is to create CAAF.

The essence of this method of takeoff and landing aircraft's is that with the help of two - the main and additional installations of gas-dynamic (IGD)create perpendicular to each other a two artificial air flow [5]. With help these air flows it's possible to decelerate UAV and then to land it. at the takeoff, one of the air flows lift UAV from the beginning , and then the second one keep it while it's accelerating. At the same time direction of horizontal air flow varies in dependence on mode of flight: landing or takeoff.

Statement task

Calculations show that a headwind (or CAAF) is an effective and universal means of braking the aircraft [3,4]. The disadvantages of this method are the need for a brake the entire profile UAV with CAAF, which causes great difficulties for the aircraft with the wings of high aspect ratio. For the practical implementation of the method takeoff and landing with the CAAF must solve several issues, namely: 1) Choose the type of UAV; 2. Choose the type of gas-dynamic system (fan system); 3) calculate the required parameters of the selected system for takeoff and landing UAV; 4) develop an automatic control system of gas-dynamic installation.

Ways of task solving. For effective use of the IGD (of fan) and for creating a CAAF in the front of UAV with the greater speed than the speed near IGD, it is advisable to apply the confuser, which converts a circular shape of CAAF 1, for example, into an elliptical 2 (Fig. 1). If using UAVs with wings of high aspect ratio it is required to use a diffuser (Fig. 2), but the speed of CAAF in the front of UAV will be less than the speed near IGD. The form of the vertical stabilizer and the wing of UAV significantly affect the efficiency of application of considered gas-dynamic method. For example, this method is more efficient for the aircraft type biplane.

H-153 (front view (see Fig. 1)) with the wings of small aspect ratio 3, it is due to the effect of increasing the speed of CAAF past confuser in comparison with the aircraft Аккорд-201 (front view (see Fig. 2)) with the wings of high aspect ratio.
Not hard to compute that the speed of CAAF in the front of UAV will be approximately two times higher than it near IGD.

As noted earlier, the main functional elements of the device that implements the considered method are two IGD. Due to the ease of maintenance and the ability to create a uniform CAAF as a IGD are chosen the ventilators. From analyze different types of IGD and from comparison their sizes with the size of the UAV as the primary and additional IGD were selected the fans B0-6-300-8.

Block diagram of the automatic control system IGD is shown on fig. 3.

This scheme operates in the following way: in the control unit of IGD are set the parameters given UAV and height of lifting, also this unit receives information about the current height of UAV from position sensor. This unit forms the control signal on IGD 1 and IGD 2.

Installation of gas-dynamic 2 creates artificial air flow which raises the UAV at defined height. In the control unit IGD receives information on the height and compares with given height. Installation of gas-dynamic 1 runs parallel to the IGD 2. In time, when the UAV reaches the defined height \((H = H_d)\), the speed of horizontal air flow \(V_{hf}\) is equal to speed of takeoff of UAV \(V_{takeoff}\).

**Example for calculating the characteristics of ACS IGD** Simulation of automatic control system of gas-dynamic unit for vertical channel was implemented in MatLab environment and is shown on Fig. 4.
As a result of simulation were obtained the following transient response: 1) the speed of vertical air flow (fig. 5), 2) graph of transient characteristic of height lifting UAV’s (fig. 6).

Simulation of automatic control system of gas-dynamic unit for horizontal channel was implemented in MatLab environment and is shown on Fig.7

As a result, it was obtained graph of modeling of the transient characteristic of speed of the horizontal air flow (fig. 8).
Conclusion

It was simulated automatic control system for IGD during takeoff of UAV from ground landing gear, which implements the gas-dynamic method of takeoff and landing. It was obtained the transient characteristics of speeds of horizontal and vertical air flows. A calculation of the lifting height of UAV was made also.

References


3. Тупицин Н. Ф., Тупицина Н.М. Спосіб посадки літального апарата патент Пат. №52597 Україна, МКИ В64С 25/00. – № і201005783; Заявл. 12.05.2010;Опубл. 25.08.2010, Біол. №16. – 10 с.

4. Тупицин Н. Ф., Тупіцина Н.М. Пристрій посадки літального апарата. Патент №52596 Україна, МКИ В64С 25/00. – № і201005781; Заявл. 12.05.2010; Опубл. 25.08.2010, Біол. №16. – 8 с.

EVALUATION OF SYSTEM COST FOR DYNAMIC SEGMENT ALLOCATION OF MEMORY

The estimates of system overhead are given for the dynamic allocation of segment memory.

Statement of problem In Denning’s works [1-2] the general estimation and classification of the fragmentation arising at realization of virtual memory are given. The concept "fragmentation" means a presence of unused portions in memory which cannot be used. According to [1-2] there are an external, internal and tabulated fragmentation. If not used spaces arise between blocks of memory, the external fragmentation takes place. Formation of "holes" inside of blocks testifies to an internal fragmentation. At page virtual memory (i.e. the fixed length of blocks) the external fragmentation does not happen, as each removed page is replaced another, the same size, and backlashes between them are not formed.

However the internal fragmentation can take place: there is it because the size of demanded memory is approximated in greater party to an integer of pages.

In computing systems with virtual memory and segment distribution all free memory is allocated in the form of set of the free segments scattered between occupied segments as their employment and clearing occurs in the casual manner (fig1). D.Knut [3] has proved a rule « fifty percent » which establishes a parity between number occupied and number of free segments. According to this rule if the system of memory aspires to a condition of balance at which in system is available on the average N the occupied segments the average quantity of free segments equally approximately.

The degree of an external fragmentation at segment distribution is defined as the total size of free segments. The external fragmentation takes place in case

\[
S > \sum_{i=1}^{m} x_i \approx N, \quad \text{max} \{x_i\},
\]

where \( S \) - the needed size of memory, and \( \{x_i\} (i = 1, 2, ..., m \approx N/2) \) – sequence of the sizes of free segments.

The table fragmentation is generated by that the part of physical cells of memory are allocated for the service information of system of dynamic allocation of memory (DAM) - tables of correspondence. Thus, these cells cannot be used for memory allocation.

The internal fragmentation according to [1-2] takes place only at page virtual memory. Actually this fragmentation is inherent also in virtual memory with segment system of DAM, in particular, because of difficulties accounting and allocation of segments of too small sizes.

Let’s consider this case.

Let \( \sigma \) - a segment due to which occurs memory allocation for the next demand. The size of this segment should be equal specified in the demand or more it. Let a difference between the size \( \sigma \) and by size, specified in the requirement, it is equal \( \Delta \) words anda relatively high. Then a necessary part of a segment \( \sigma \) is allocated to the requirement, and the rest is made out as a new free segment in the size in \( \Delta \) words. If you do the same when \( \Delta \) words is not enough words, there will be too small free segment. Such segment only "litters" system as, as a rule, cannot satisfy to any requirement.

System DAM would become more productive, having allocated the requirement all free segment. "Having offered" \( \Delta \) words of memory, the system can not consider too fine free
segments, that in turn, leads to reduction of time of search of a suitable segment in the list of free segments. This method of neglecting the small free segments is observed almost everywhere in the segment DAM systems and serves as a source of internal fragmentation.

For differentiation of free segments on greater and small it is entered the boundary value \( \Delta l_{\text{min}} \). Free segment of size \( \Delta l \geq \Delta l_{\text{min}} \), words It is made out as a new free segment, and at \( \Delta l / \Delta l_{\text{min}} \), system DAM allocates to the requirement whole free segment, not forming new. Thus, in system DAM maximal admissible internal fragmentation on each occupied segment and minimal size a free segment will be equal \( \Delta l_{\text{min}} \) words.

Estimating fragmentation with segment DAM, Denning gives only a rough estimate of the lower relative number of "lost" memory that is available for use by data or programs to the entire memory. The specified relation designated here through \( f_i \), In Denning’s estimation considers losses only on an external fragmentation.

Below estimation Denning is specified and also is given expressions for relative losses on internal and external fragmentations, influence of each of a component on operating ratio of memory and a parity intermeal is specified by them.

**Conclusion of estimations of the fragmentation of memory** If to designate through \( K_{\text{min}} \) the ration between the average size of the occupied segment \( S_0 \) (the law of distribution values the occupied segment and a rule of definition \( S_0 \) is assumed to be the same as in the3)) and the minimal size of a free segment, and through \( K_{\text{max}} \) is the relation between \( S_0 \) and the maximal size of a free segment it is not difficult according to [1-2] to receive

\[
\frac{K_{\text{max}}}{2+K_{\text{max}}} \geq f_i \geq \frac{K_{\text{min}}}{2+K_{\text{min}}}
\]

In this inequality an estimation from below values \( f_i \) is Denning’s estimation.

If to neglect by value of table fragmentation in view of its insignificant share in total amount «lost» memories (unit of percent), relative losses on a full fragmentation \( f_i = f_e + f_i \), where \( f_e = \frac{N K_{\text{cp}} S_0}{2 M_0} \) – relative losses on an external fragmentation [1], \( f_i = \frac{N \Delta l_{\text{min}}}{2 M_0} \) – relative losses on an internal fragmentation. Here \( N \) – Number occupied segments, \( M_0 \) – size of distributed memory in words, and \( K_{\text{cp}} \) It is defined on the basis of a rule «fifty percent»:

\[
M_0 = NS_0 \left(1 + \frac{K_{\text{cp}}}{2}\right)
\]

If to assume, that relative losses on internal a fragmentation should be less \( f_i \leq \gamma (\gamma < 1) \), and taking into account the expressions for \( f_e \) and \( f_i \) we have following formulas (fig. 2):

\[
\begin{align*}
f_e &= \frac{N K_{\text{cp}} S_0}{2 M_0}, \\
f_i &= \frac{\Delta l_{\text{min}} N}{2 M_0}, \\
\Delta l_{\text{min}} \langle \gamma \frac{2 M_0}{N},
\end{align*}
\]

where \( N_{\text{opt}} \) – some average of the occupied segments in memory, but \( N_{\text{max}} \) – number of the occupied segments if is not present free segments in memory.

Formulas (3) allow to estimate costs on internal a fragmentation depending on a degree of using of memory and more reasonably to approach to an estimation of quality memory allocation. From (3) it is visible, that at an overload of system (if \( N > N_{\text{opt}} \) – typical operating mode), internal fragmentation plays a significant role. Balanced systems DAM and planning multiprogram mix demand a choice of some optimum values \( \Delta l_{\text{min}} \) and \( N \).
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CLASSIFICATION SYSTEM MODELING IN VISUALIZATION OF CREATION AIRCRAFT SIMULATORS

In today's world of high technology is creating important visualization. Methods and ways of creating images in aircraft simulators, developing countries every year. Creating images that reflect most of the world - is key to realistic training pilots in emergency situations and skills with real equipment.

At present, a realistic simulator is an important milestone in the training of future pilots. Mathematical modeling allows you to create and implement clear and quality images including light and shadow elements. But in creating such elements important to consider and atmospheric phenomena such as rain, snow, fog, etc. In mathematical modeling should be considered such values as: volume, texture surfaces, which are modeled, light and shadow effects, etc.

Realization of these requirements will create a quality and reliable images and allow for future modeling exercise scene in real time with high image quality.

This line of research is an urgent task to develop mathematical models in visualization systems training complexes.

Mathematical modeling of the system visualization refers to the main chain in the creation of the simulator. The way will be calculated movement of the object in the scene depends on realistic images. In simplified form, process modeling pictures of objects divided into stages: signs of visible objects, modeling, texture surfaces, mathematical modeling of light effects on the falling objects, mathematical modeling of shadow effects for objects. We know many definitions of visible objects. Such as: a method of tracing, the method of direct routing - z-buffer algorithm, sorting by depth, methods of scanning range, etc.

Widespread nowadays software interfaces to the graphics hardware such as OpenGL and DirectX, the image used for the synthesis of a variety of direct tracing method using z-buffer. Existing graphical 3D-accelerators also working on direct tracing method and are designed to accelerate the operations mentioned APIs.

The advantages of z-buffer algorithm over other algorithms direct tracing - linear dependence of the number of comparisons in the z-buffer on the degree of detail of objects (ie the number of GP in the object).

Disadvantages:
- Calculation of proportional screening stage of GP. In practice, the only type of CP that can be displayed by this algorithm are polygons, leading to low feasibility (the lack of direct methods for tracing).
- Limited precision z-buffer leads to improper display of objects;
- Inaccuracy calculate the coordinates of z leads to poor connections polygons that share a common edge;
- A large burden on the GPU-channel memory due to repeated overwriting buffer frame and heavy use of Z-buffer;
- Distortion of the shape surface defined analytically, resulting triangulation;
- To reduce the effect of triangulation, ie to smooth the edges and very realistic synthesis of light within the triangle to perform interpolation, for example, Gouraud or Phong;
- Inability to calculate physically accurate shadows, reflection and refraction;
- Great difficulties arise in the synthesis of specific objects, such as fog, clouds, smoke, processing particles (dust, snow, rain, etc..), Especially change dynamically;
- Even more difficult is an interactive visualization of the bill.
Improving the quality of image that is synthesized, conducted by increasing the number of triangles. As a result of volume calculations for complex scenes increases considerably. This leads to the need to improve performance GPU in the synthesis of images of the same scene.

- These flaws deprived tracing method with an expanded set of graphic primitives.

It has the following features:

- Synthesis of potential surfaces, which are described analytically without prior their triangulation, which significantly reduces the requirements for the memory needed to store data;
- Comprehensive list of graphics primitives helps to construct objects of complex shape (earth and water terrain, clouds, etc.). As graphical primitives for reverse method can be used as a plane (polygons) and the surface of the second and higher orders;
- Simplifies the calculation and application of light texture, which reduces the requirement for performance evaluator at this stage;
- Removed one of the main problems of processing graphic information via direct routing. This lack of capacity bandwidth between memory and GPU, because when you turn off triangulation sharply reduced the volume of information transmitted is usually necessary to describe the large number of triangles.

Tracing gives much greater degree of realism. In contrast to the z-buffer algorithm, where the only type of GP is a polygon, in tracing algorithms can be used polygons [1], and curved surfaces [2], so approximate curved objects ranges (as is done by direct tracing) does not need. So, to tasks scenes of the same detail fewer data (for example, to store only the coordinates of the center of the sphere and its radius instead of storing the coordinates of all vertices of approximating polygon).

Other advantages of the method of tracing refers to the requirement for automatic angular resolution [3], paralleling opportunities in operations, the ability to accurately determine the direct lighting and shading of objects, specular reflection, refraction through a transparent medium, and others.

Disadvantages: Unlike algorithms that operate on the method of direct routing, the existing implementation of ray-tracing algorithms have low productivity, undeveloped mathematical models, algorithms and structures for GPU implementation of the method of tracing in real time. To reduce the memory required to raster and vector textures, apply algorithm packing, and unpacking at eliminating sanded. It allows physically reliably visualize the phenomena associated with scattering of light by particles, such as, for example, fog, atmospheric haze, dynamically changing clouds, smoke, different weather conditions. The same approach underlies bills visualization. Thus, all objects are synthesized uniform, computer works with all objects equally, whether the cloud, aircraft, surface, and so forth.

It should be noted that this approach can be applied to existing 3D polygonal data as triangles is also a special case of the enlarged set of graphic primitives.

Problem areas requiring further research are:

- synthesis scenes big spaces;
- account refraction of light in dynamically changing environments;
- visualization of gas-dynamic environments;
- interactive model of full illumination.

Classification methods for modeling image visualization system simulators can divided into the following categories [4]:

- without geometry
- with implicit geometry;
- with discrete geometry;
- with polygonal geometry.

These methods (Figure 3.1) should be considered rather as a continuous spectrum, the discrete set of methods.

3.5.41
On the right is the spectrum of traditional screen version with support for textured geometry. Indeed, texturing refers to methods of screen-based images. This approach is based on the exact geometry and a small number of images used to create textures.

Then the spectrum located the methods used in discrete geometry notion: depth maps (maps of range) [5], multi-layered depth maps [6], multi-tree depth maps [7]. These methods use the principle of back projection for the synthesis of new images. Three-dimensional coordinates of each point of the original image is restored by the well-known depth (distance) and then projected to a new species plane.

Thus methods following categories do not require explicit geometric models. Instead, most require matching features (such as dots or lines) on the initial set of images. To generate such correspondences using computer vision technology.
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TRAINING RADIAL-BASIS NEURAL NETWORKS FOR THE PROBLEMS OF DIAGNOSIS SOLUTION

The task of diagnosis has taken a central place in modern society’s everyday life and various spheres of its activity. It is of particular importance in medicine, due to the necessity of prompt recognition of disease type and purpose of timely treatment. Due to the variety of different symptoms and the presence of a large number of similar in the form of manifestation, but different in essence anomalies, the solution of this problem requires the use of elements of artificial intelligence such as neural networks. The task of diagnosis is as a matter of fact related to the tasks of classification, the mathematical formulation which can be summarized as follows.

Problem Statement of Classification
Let $X$ – the set of descriptions of objects, $Y$ – the set of numbers (or names) of classes. There is unknown target dependence is a mapping $y^*: X \rightarrow Y$, whose values are known only to the objects of a finite training population:

$$X^n = \{(x_1, y_1), ..., (x_m, y_m)\}. \quad (1)$$

It’s required to construct an algorithm capable of classifying an arbitrary object $x \in X$ to set $Y$ [1]. We’ll consider methods for solving this problem.

Review of Methods for Solving the Classification Problem
Sufficiently large number of papers [2-7] is devoted to solving classification problems. The main methods for the solution of which are as follows:
- Bayesian (naive) classification [2];
- Classification by support vectors [3, 4];
- Classification using the nearest neighbor method [5];
- Classification using decision trees [6];
- Classification using artificial neural networks [7].

The main drawback of most of the above mentioned approaches is the difficulty (impossibility) of solving the problem of classification in case of proximity of featured items which are subject to classification, belonging to different classes, as well as the presence of non-empty intersection of sets of attributes of objects belonging to different classes. Neural networks [8] have learning abilities that can overcome these drawbacks; however, the use of artificial neural networks (ANN) is the preferred approach for solving this problem. ANN is determined by such characteristics as topology (a type of network), network structure (number of hidden layers, inputs, outputs).

In the works of authors [10] proved the reasonability of using radial basis ANN for solving the problem of diagnosis.

The efficiency of the network to solve the problem of diagnostics is determined by the quality of the solution of structural and parametric synthesis task, the complexity of the solution of which depends on the type of input variables to the ANN, which can be numeric, binary, linguistic, unclearly specified, images (data arrays). These features define the approaches to solving the problem of structural and parametric synthesis task.

In the works of authors [10, 11] it was shown that the input data in the form of images could be reduced to a numerical input data through the use of image processing algorithms and depicting the essential features.

The functioning of the network involves preset by solving the problem of parametric (structural-parametric synthesis). The effectiveness of this task depends on learning algorithms, the result of which is the type of activation function (a function that computes the output of an artificial
neuron), the value of the thresholds (the activation function in which the neuron receives dragging and non-zero value) and weights (numerical coefficient reflecting the importance of the input connections when entering into the adder). There is a sufficiently large number of papers [8, 11] devoted to solving the problem of structural and parametric synthesis. The quality of the learning process is determined by the length of training sample and the rate of convergence of the configuration process (learning). Let’s consider the learning of radial basis ANN structure, which is shown in Figure 1. In the networks with radial basis function, neurons implement the function, radially varying around the selected center and taking nonzero values only in the vicinity of the center, we introduce a concept such as the coordinates of the center of the neuron.

![Fig. 1. The structure of the radial basis network.](image)

In Fig. 1 the following notation designate: \(x_1, x_2, ..., x_p\) - the input signals; \(p\) - the number of neurons in the first (input) layer; \(\varphi_1, \varphi_2, ..., \varphi_p\) - multidimensional activation function, which can be expressed as \(\varphi_i(x) = (x - \vec{c}_i)^2; \varphi_i\) - coordinates of the \(i\)-th neuron; \(d_i\) - value of the function mapping the \(i\)-th neuron; \(\omega_i\) - weighting factor of \(i\)-th neuron connection; \(y\) - the output of radial basis ANN.

**Problem Statement of Learning** The relationship between the input and output data of radial basis networks can be defined by a system of equations

\[
\begin{bmatrix}
\varphi_{11} & \varphi_{12} & \cdots & \varphi_{1p} \\
\varphi_{21} & \varphi_{22} & \cdots & \varphi_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{p1} & \varphi_{p2} & \cdots & \varphi_{pp}
\end{bmatrix}
\begin{bmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_p
\end{bmatrix}
= \begin{bmatrix}
d_1 \\
d_2 \\
\vdots \\
d_p
\end{bmatrix}
\]

(2)

where \(\varphi_{ij}(i \in 1, p; j \in 1, p)\) - the value of the activation function for the \(i\)-th input neuron \(j\); \(\omega_{i}(i \in 1, p)\) - The value of the weight factor for the \(i\)-th neuron; \(d_i\) - display the value of the \(i\)-th neuron; \(p\) - the number of neurons in the hidden layer.

Display function is such a function whose value is equal to the product of the value of the function activating the neuron to the corresponding weighting factor.

It’s required to determine the type of activation functions \(\varphi_{ij}\) and the weights at the output of the hidden layer \(\omega_{i}(i \in 1, p)\) on the basis of minimizing the quality criterion defined as

\[
E_p = \frac{1}{2} (d_p - O(\varphi_p, \omega_p))^2,
\]

(3)

where \(E_p\) - value of the criterion for the \(p\)-th training pair (a pair consists of the values of the activation function \(\varphi_p\) and the corresponding values at the output obtained from the training set \(d_p); O(\varphi_p, \omega_p)\) - value of the display function, obtained as the result of network work.

The task of learning is to set up so the weights \(\omega_{i}\) so that they for any training pair \((\varphi_p, d_p)\) give the minimum value of the \(E_p\) criterion.
The output of radial basis ANN is calculated as a weighted sum of the signal elements

\[ y_i = \sum_{p=1}^{\infty} (\omega_p \varphi_i) \]  

(4)

In the radial basis network, activation function for each item is determined by a Gaussian function

\[ \varphi_i = \exp \left( -\frac{\sum_{j=1}^{n}(x_j - c_{ij})^2}{2\sigma_i^2} \right) \]  

(5)

Where \( \sigma_i \) – the width of the Gaussian function of \( i \)-th neuron; \( c_{i1}, c_{i2}, ..., c_{in} \) – coordinates of the \( i \)-th neuron.

As a result, learning is reduced to:
- selection of centers \( c_i \) and parameters \( \sigma_i \);
- selection of the weights \( \omega_i \) of the hidden layer neurons.

As a result, the criterion (3) takes the form

\[ E_p = \frac{1}{2} (d_p - \omega_p \exp \left( -\frac{\sum_{j=1}^{n}(x_j - c_{ij})^2}{2\sigma_i^2} \right))^2. \]  

(6)

**Synthesis of Learning Algorithm**

Since \( \omega_i \) can be determined on the basis of solutions of type (2) equations, the main problem is the choice of learning \( c_i \) and \( \sigma_i \).

To solve this problem use of particle swarm algorithm is proposed [12]. In the classical form the algorithm is used for optimization of continuous nonlinear functions. Particle swarm algorithm is widely used, among others, in the problems of machine learning, parametric and structural optimization (shapes, sizes and topologies) in the design, in the fields of biochemistry and biomechanics [12]. The particle swarm model is based on control of distances between the particles. The current state of the particle is characterized by the coordinates in the solution space (that is, in fact, related with it decision), as well as by the velocity vector of displacement. Both of these parameters are chosen randomly at the initial stage of the assignment of values. In addition, each particle stores the coordinates of the found best position, and best of all the passed by the particles locations - this simulates the instantaneous exchange of information between the particles. At each step of the algorithm length and the direction of the velocity vector of each particle are changed in accordance with the information about the found optima

\[ v_i(t+1) = v_i(t) + a_1 Rnd(P_{\text{best}}^i(t) - x_i(t)) + a_2 Rnd(G_{\text{best}}^i(t) - x_i(t)) \]  

(7)

where \( v_i \) – particle velocity vector (\( v_i \)-it’s \( i \)-th component); \( a_1, a_2 \) – constant acceleration with positive values; \( P_{\text{best}}^i \) – the best point found by the particle; \( G_{\text{best}}^i \) – the best point of all passed (all swarm) particles in the system; \( x_i \) – current position of the particle; \( Rnd \) – random number between 0 and 1 inclusive.

After calculating the direction vector \( v \), the particle moves to a point

\[ x(t+1) = x(t) + v(t+1). \]  

(8)

If necessary, the values of the best points for each particle and all particles as a whole are updated. After this cycle is repeated.

In this paper, we propose to use a modified particle swarm algorithm, called the "canonical". Its advantage over the classical algorithm is that it eliminates the need to "guess" the appropriate values of adjustable parameters of the algorithm (and the direction of the acceleration), controlling the convergence of the particles [13]

\[ v_i(t+1) = \lambda \left( v_i(t) + a_1 Rnd(P_{\text{best}}^i(t) - x_i(t)) + a_2 Rnd(G_{\text{best}}^i(t) - x_i(t)) \right) \]  

(9)

where \( \lambda \) – the compression ratio.

\[ \lambda = \frac{2k}{2a - \sqrt{a^2 - 4a}}; \]  

(10)

\[ a = a_1 + a_2 > 4; \]

\( k \) – limiting factor for speed control.

With respect to the radial basis ANN (9) takes the form

\[ v_i(t+1) = \lambda \left( v_i(t) + a_1 Rnd(P_{\text{best}}^i(t) - x_i(t)) + a_2 Rnd(G_{\text{best}}^i(t) - x_i(t)) \right) \]  

(11)
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where $c_i$ - coordinates of the $i$-th neuron.

We introduce concepts such as quality criterion centers, the adjustment speed, the best position for the center of each neuron.

The criterion of quality centers. Let $R_y$ be the Euclidean distance between the centers of the $i$-th and $j$-th neuron. Then the change in distance between the centers of the neurons

$$\Delta_y(t) = (R_y(t) - R_y(t-1)), \quad (12)$$

where $t$ - number of iterations.

Quality criterion is the maximum change $\Delta_y (12)$ which are defined as

$$\Delta_{\text{max}}(t) = \max_{j=1..p}(R_y(t) - R_y(t-1)). \quad (13)$$

Then, the center is considered acceptable if the change $\Delta_{\text{max}}(t)$ is lower than the limit of $\varepsilon$, which is determined experimentally. As a result, we obtain the criterion of quality centers

$$\max_{j=1..p}(R_y(t) - R_y(t-1)) < \varepsilon. \quad (14)$$

Adjustment of acceleration $a_1$. Acceleration is directly proportional to the maximum $\Delta_{\text{max}}(t)$ for all neurons. That is:

$$\Delta_{y\text{max}}(t) = \max_{j=1..p}(R_y(t) - R_y(t-1)). \quad (15)$$

Adjustment of acceleration $a_2$. Acceleration directly proportional to the $\Delta_{\text{max}}(t)$.

The best position for the center of each neuron $P_{\text{best}}$ will be those coordinates in the $\varepsilon$ neighborhood of which the coordinates of the centers find themselves most often.

The overall position of the best $G_{\text{best}}$ will be the coordinates in a neighborhood of $\varepsilon$, where every neuron is found most often.

Now the algorithm for finding the best centers of neurons is as follows.

1. Determination of the initial values of the centers of neurons randomly.
2. Score centers by quality (14).
3. Determination of the initial values of the accelerations $a_1$, $a_2$.
4. Adjustment of acceleration in accordance with formulas (15) and (13).
5. Calculate the next position of the centers $c_i$ using formula (11).
6. Saving the best position for each particle $P_{\text{best}}$ and overall a better position $G_{\text{best}}$.
7. Score points by quality (14) and return to Step 4.
8. Defining $\sigma$ by formula

$$\sigma_i = \frac{\max R_y}{\sqrt{2p}}. \quad (15)$$

9. Determination of the weight coefficients using the formula (6).

Example Here is an example of finding the minimum value of the error criterion (6). Schedule an error criterion is a surface in three-dimensional space. In the figures high values are indicated by a lighter color and smaller- by darker. The particles of the swarm are marked with yellow dots. Big red dot denotes the best minimum value at each iteration.
Conclusions

As a result of the work done to solve the problem of training a radial-basis method based on particle swarm algorithm has been developed. This method can reduce the load on the computer system, which executes learning, accelerating it.
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3.5.48
The article describes the main methods of forecasting and offers a new algorithm based on the group method of data handling and artificial neural networks. Algorithm was tested on real data and showed better results than neural networks. Also experimental dependence of the mean square prediction error obtained with this algorithm and neural networks, from the number of points in the training set was found.

Introduction
Forecasting has always been and will be one of the most interesting to mankind themes, because knowledge of the future is perhaps one of its most cherished desires. However, people using the results of the forecast, should understand the risk of choosing inappropriate methods of forecasting, since incorrect predictions can lead to making the wrong decisions.

A large part of the apparatus of forecasting used today was developed in the nineteenth century. An example is the procedure of regression analysis. But with the advent and development of computer technology forecasting unit began to evolve and became more complex. More and more complex methods that require ever-increasing computing power began to appear. They were group method of data handling, artificial neural networks.

The purpose of this paper is to develop a new forecasting method that takes into account and uses the increased power of modern computing.

The mathematical formulation of the problem of forecasting
Let us have n discrete samples \( \{x_1, x_2, ..., x_n\} \) at successive time points \( t_1, t_2, ..., t_n \). Then the problem of prediction (Fig. 1) consists of prediction of the value \( x_{n+k} \) at some future point of time \( t_{n+k} \) where \( k \) is the duration of the forecast: \( x_{n+k} = F(x_1, x_2, ..., x_n) \), where \( F \) is some unknown function.

Fig. 1 Graphical illustration of the problem statement forecasting:
A - known values, B - the forecast period

An algorithm for solving the problem of forecasting
In this issue a forecasting algorithm based on two common methods – artificial neural networks (ANN) and group method of data handling (GMDH) is offered.

The proposed algorithm combines the advantages of both ANN and GMDH: a gradual increase in the complexity of the model (GMDH) and the ability of ANN to train. It consists of the following steps:

1. Preprocessing of source data, including getting rid of outliers & data normalization, etc. (See [1], [2], [3], [4]). This stage is often more important than stage of modeling. Also you should take into account the specific characteristics of the forecasted process, such as seasonality of values in the case of predicting the various atmospheric parameters, the trend component in the majority of financial processes, etc.

The study [3] shows the importance of getting rid of unwanted outliers in the source data when using artificial neural networks. It is important to determine whether specific value is accidental and therefore unwanted outlier, or is this outlier informative. To do this, you should consider the process you are forecasting, for example, if you want to build a model of energy consumption of some region depending on the day of the week, then it should be noted that energy consumption on weekends will be dramatically different from the consumption on weekdays and,
consequently, the value of consumption over the weekend will not constitute unwanted outliers. In this case, during the training of the network, it would be reasonable to include a binary value, showing whether this day is a weekend or not, as an additional input.

If it is known that the process does not include informative outliers, there are several basic algorithms of getting rid of accidental outliers:

- The simplest algorithm based on the characteristics of a stochastic variable, according to which an outlier is a value, which deviates from the average value by an amount greater than 2...3 mean square deviation \( \sigma^2 \).

- The Tukey 53H algorithm [4] that uses the principle that the median is a robust estimator of the mean to generate a smooth time sequence that can be subtracted from the original signal:

2. Using the data windowing, two matrices are formed from the source data \( X = \{x_n, n = 1...N\} \), where \( N \) is a number of samples, obtained from the previous stage of processing:

\[
X^{(0)} = \begin{bmatrix}
  x_1 & x_2 & \ldots & x_k \\
  x_{k+2} & x_{k+3} & \ldots & x_{2k+1} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{N-k+1} & x_{N-k} & \ldots & x_{N+1}
\end{bmatrix}, \quad y = \begin{bmatrix}
  x_{k+1} \\
  x_{2k+2} \\
  \vdots \\
  x_N
\end{bmatrix},
\]

where \( k \) is the size of the window. Attention should be paid to the selection of \( k \): it would be reasonable to start with some small number \( k = 1...5 \) (depending on the training set size), and if after the end of the algorithm the MSE is unsatisfactory, start to increment \( k \) slowly. With the help of these matrices networks will be trained - each row vector \( \bar{x}_n = \{x_{n1}, x_{n2}, \ldots, x_{nk}\}, n = 1...m \) (where \( m \) is a number of rows) of the matrix \( X^{(0)} \) and the corresponding value \( y_n \) are an independent sample, and a column vector \( \bar{x}_z = \{x_{z1}, x_{z2}, \ldots, x_{zm}\}, z = 1...k \) - a separate variable.

3. The resulting samples are divided according to some ratio (usually 0.7m:0.3m) into the training and testing sets.

4. The type of base functions is determined, namely, on what variables do they depend, for example \( f_i = f(x_i, x_j) \), or \( f_i = f(x_i, x_j, x_k * x_j, x_k^2, x_j^2) \) where \( l = 1...C_k^O \) is the number of possibilities to choose two variables from the \( k \) possible (in the general case \( l = 1...C_k^O \), where \( O \) is the number of variables, taken as arguments of support functions). In contrast to the GMDH, where the concrete form of functions is also determined (for example \( f_i = a_0 + a_1 * x_i + a_2 * x_j \) ) in this algorithm only variables on which the base functions will depend are selected (powers of the variables and their covariance can be represented as additional variables), while the determination of the function values dependence from variables will be performed by the neural network.

5. The topology of the neural networks to be used is selected (i.e. multilayer perceptron (MP), radial-basis neural network etc.) and also an activation function of neurons is chosen.

6. \( C_k^O \) neural networks are constructed (\( O \) - number of variables taken into account in support functions, for the above example \( O = 2 \)) with one output, one hidden layer with a small amount of neurons (about 3) in it, and the right amount of inputs (for support functions of form \( f_i = f(x_i, x_j) \) a network must have two inputs, for \( f_i = f(x_i, x_j, x_k * x_j, x_k^2, x_j^2) \) - 5 inputs, etc.).

Also, amount of neurons in the hidden layer can be varied in the case of unsatisfactory MSE after the end of the algorithm. But usually, since the algorithm complicates the forecasting model from iteration to iteration by itself, there is no need in too complex neural networks (with amount of neurons in hidden layer \( \geq 10 \)).

6. Each neural network is matched with a specific base function, namely the variables to be fed to the inputs of the network are selected (for example, for support functions of form \( f_i = f(x_i, x_j, x_k * x_j, x_k^2, x_j^2) \) one network will work with the variables \( x_1, x_2, x_3 * x_2, x_1^2, x_2^2 \) and the
training set.

7. In this step the initial data for the next iteration of the algorithm should be composed. For this, you should determine the mean square error (MSE) of each network on the test set and select best networks (also you can select a smaller amount, but add to them original variables which were the inputs to networks with a small MSE), and then create a new matrix:

\[ X^{(l)} = \begin{bmatrix} h_{11} & h_{12} & \cdots & h_{1k} \\
 h_{21} & h_{22} & \cdots & h_{2k} \\
 \vdots & \vdots & \ddots & \vdots \\
 h_{m1} & h_{m2} & \cdots & h_{mk} \end{bmatrix}, \]

where \( h_{ij} \) is the output value of the \( j \)-th neural network when it is given the inputs of the \( i \)-th sample, \( i = 1 \ldots m, j = 1 \ldots k \) (or the original variable).

8. Next iteration is performed, but as the source data a matrix \( X^{(l)} \) is taken. Iterations are performed until the MSE value of networks on the test set decreases, or until we reach the desired MSE.

9. During each iteration of the algorithm the weights and the structures of networks (and / or the original variables) that were selected to make the source matrix for the next iteration should be remembered. After reaching the required MSE (or reaching the iteration, after which MSE starts increasing) we should stop performing the iterations, and select the only network that will forecast the further values. For further forecasting of some value \( x_c \) using the obtained results we should:
   - Create sourcesample \( inp = \{x_{c-k-1}, x_{c-k}, \ldots, x_{c-1}\} \);
   - Use this sample as the inputs for the networks that were used to obtain the source matrix of the second iteration, and using the obtained output values (and / or the original variables) make a new input sample for the second iteration;
   - Repeat the previous step until the input sample for the iteration, at which the algorithm was stopped, is created, and then use it as the input for the selected network, whose output will be a forecast of the value \( x_c \).

**Application results of the proposed algorithm**

For the testing of the proposed algorithm a public set of the annual copper prices from 1800 to 1997 was used.

For comparison of the algorithm’s application results, the multilayer perceptron with single output neuron, 2 hidden layers, 8 neurons in the first, 5 – in the second layer, and 5 inputs was also built. MP, as well as the proposed algorithm, was trained only on the training set. Since it’s known that ANN are prone to “getting stuck” in local minimums of the network’s cost function, about ten MPs were trained, and the perceptron with the minimal MSE was chosen.

Comparison of the results got with the usage of ANN and proposed algorithm without and with data preprocessing is shown on the Figure 2 and 3 respectively.

![Fig. 2 – Comparison of the prediction results of ANN (on the left) and the proposed algorithm (on the right) (without data preprocessing).](image)
As the algorithm of data preprocessing the previously described Tukey 53H algorithm was used.


From the both Figures is noticeable, that trained perceptron predicts the values of the testing set worse (the very last values), while proposed algorithm forecasts values of the both training and testing set equally well, what indicates the more accurate model of the process. Also, an algorithm showed a good MSE while predicting without data preprocessing, what gives the possibility of its application for forecasting noisy data.

For the comparison of the proposed algorithm and ANN with the different number of samples in a training set, the MSE of the algorithm and ANN were calculated on the entire set, got after their training on the training set with varying number of samples in it. Results are represented graphically on the Figure 4:
The first K*m examples were selected into the training set, where K = 0.1…0.9, m – general number of source examples (193 for this case). As seen from Figure 1, algorithm gives way less MSE with the little number of samples in training set, indicating more adequate model of the process.

Also it can be mentioned, that starting from particular K value MSE of both network and algorithm sharply increases, indicating insufficient informational capability of the training set, and as the result, incomplete model.

Conclusions

Proposed algorithm has shown better results in comparison with the artificial neural networks, both in the conditions of noisy data, and with the small size of the training set, which means its suitability for further usage in forecasting tasks.
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AUTOMATED SYSTEM FOR REGULATION HEAT CONSUMPTION

In the report there is a speech about the automated system of regulation heat consumption with use weather-depend regulator, the resulted short technical characteristics, a principle and algorithm of work.

Presently, when power resources indefatigably rise in price, the question of economy of heat costs sharply as there is no time. In municipal power system of the dress with use of different methods of warming of buildings, more an effective utilization of energy carriers, use of alternative production technologies of heat, considerable economy are given by modern intellectual thermal points. Using individual heating schedules, it is possible to reach about 30 percent of economy of heat. And if the building is equipped by the thermal counter, the same economy of means. Heart of each thermal point is the automated system for regulation heat consumption with weather-depend regulator (Fig. 1) which supervises over giving of heat to consumers.

This system intended for work as individual thermal point in inhabited, administrative and industrial buildings. It provides optimization of process of heat exchange, weather-depend regulation of temperature of the heat-carrier in heating systems according to the heating schedule, correction of the schedule depending on time of a time, day of week, etc.

The basic technical characteristics:
- thermal capacity 0.3-1.0 Gkal;
- a range of regulation of temperature of the heat-carrier 30-90 $^\circ$C;
- automatic maintenance of comfortable temperature indoors.

Regulation of temperature of the heat-carrier in a heating contour on temperature of external air

Regulation of temperature of the heat-carrier in a heating contour is spent on calculated by a regulator value $t_{set}$ (the temperature is set). Value $t_{set}$ is size replaceable and is calculated by a regulator proceeding from temperature of external air under the temperature schedule.

Schedule parameters (Fig. 2) are set by the serviceman at regulator adjustment, proceeding from operational characteristics of heating system, a thermal design of a building and requirements to a temperature mode indoors. In drawing it is resulted the typical heating schedule which is set by manufacture.

Schedule parameters (as well as all other working parameters set at adjustment of a regulator) behave haughtily in the built in non-volatile memory and remain in it throughout all term of operation, including at deenergized regulator.

This function allows to avoid "overheat" a premise owing to change of weather conditions and not enough operative reaction to it district heating organizations which often takes place. If the manufacturer of heat and the consumer one the economy of energy carriers takes place.

Correction of temperature of the heat-carrier in a heating contour on time of days, workers and the days off.

The temperature $t_{set}$ can be corrected on factor K for different time of days and pays off under the formula (2)

The factor K is set from the menu for the different periods of days (a maximum eight). The factor K can change from -50% to +50% with step-type behaviour of 5%.

The variant of the hourly graph is resulted in a Fig. 3.

Where $T_i - T_3$ time points of change of the graph of heating, at time passage through point T the factor K accepts new value and keeps it to passage of the following point.
Time-temperature graph consists of eight points of transition, if desirable quantity of points of transition less than eight on "superfluous" points of transition of value of factor K does not change. Points $T_4, T_5, T_6$ and $T_8$ on the graph.

For days off and the working days time-temperature graph’s are set. At the enterprise are established by days off all Saturdays and Sundays, and also the state holidays of Ukraine. If necessary by means of the menu probably to make any day the day off or workers.

Using the given function it is possible to reduce temperature in heated premises, when there are no people (for example at night for office buildings), thus to reach considerable economy of power resources.

Experimental data heat consumption for buildings of 4409 sq.m. with the automated control system are resulted by the area in a Fig. 4 and 5.

Economy on the case the area of 4,4 thousand in sq. m - 34.8 %, or 25,8 thousand grn.

Formula:

\[ (t_{\text{sw}}^0) = f (t_{\text{a}}^0) \]  \hspace{1cm} (1)

where $(t_{\text{sw}}^0)$- heat-carrier temperature in a submitting pipe,

$(t_{\text{a}}^0)$- temperature of external air.

\[ t_{\text{set}}^0 = t_{\text{set}}^0 + (t_{\text{set}}^0 \times K)/100 \]  \hspace{1cm} (2)

Fig.1. A simplified diagram of the automated control system of heat consumption.
Fig. 2. Graph of the temperature of coolant in the heating circuit of outdoor temperature.

Fig. 3. Time-temperature graph.
Conclusions

The introduction of automated control system for heat consumption allows consumers not only save energy while maintaining optimum temperature in the rooms, but in situations with limited funding to maintain a minimum flow of heat necessary to prevent destruction of the building.

Investigated the potential for introduction of automated control system for heat consumption, saving energy by reducing the temperature in the room during the absence of men. Weather-dependent regulation gave return money of ASKToN building №1ITTF National Academy of Sciences of Ukraine for one heating season.
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Some Asymptotic Results for Online Learning in Neural Networks Used as Models of Complex Systems

Asymptotic properties of online gradient algorithms with a constant step size employed for learning in neural networks having hidden layer are studied. The sufficient conditions guaranteeing the convergence of these algorithms in the random environment are established.

Neural networks containing at least one hidden layer play a role of universal approximations for any reasonable complex nonlinear mapping. This fact motivates the theoretical studies of learning algorithms for the neural networks. Significant breakthrough in this research area has been achieved in recent works [1, 2]. Namely, the convergence results have been derived in [1] provided that input signals have a probabilistic nature. In their stochastic approach, the learning rate goes to zero as the learning process tends to infinity. Unfortunately, this gives that the learning goes faster in the beginning and slows down in the late stage. The convergence analysis of learning algorithms with deterministic (non-stochastic) nature has been given in [2] by assuming that the learning set is finite. The difficulties in establishing the convergence results are that the neural networks contain the parameters which appear non-linearly in their equations. To the best of author’s knowledge, there are no results in literature concerning the convergence properties of training procedures with a fixed step size applicable to the case of infinite learning set.

This paper generalizes some results obtained by the authors in [3]. The main effort is focused on establishing sufficient conditions under which the online gradient algorithms applied for sequential learning neural networks with a constant step size will converge in the case of infinite learning set. The key idea in studying their asymptotic properties is based on exploiting the stochastic counterpart of the Lyapunov function method, which is known in the probability theory as the supermartingale.

Let
\[ y = F(x) \]
be some nonlinear unknown function describing a complex system. In this equation, \( y \in \mathbb{R} \) and \( x \in \mathbb{R}^N \) are the output scalar and input vector variables, respectively, available for the measurement at each \( n \)th time instant \( (n = 1, 2, \ldots) \). This implies that
\[ y(n) = F(x(n-1)) \]
with an unknown mapping \( F : \mathbb{R}^N \rightarrow \mathbb{R} \).

To approximate (1), the two-layer neural network containing \( M \) \( (M \geq 1) \) neurons in its hidden layer is employed. The inputs to the each \( j \)th neuron of this layer at the time instant \( n \) are the components of \( x(n-1) \). Its output signal at the \( n \)th time instant is given by
\[ y_j^{(1)}(n) = \sigma \left( b_j^{(1)} + \sum_{i=1}^N w_{ij}^{(1)} x_i(n-1) \right), \quad j = 1, \ldots, M, \]
where \( x_i(n-1) \) denotes the \( i \)th component of \( x(n-1) \), and \( w_{ij}^{(1)} \) and \( b_j^{(1)} \) are the weight coefficients and the bias of this \( j \)th neuron, respectively. \( \sigma(\cdot) \) represents the so-called activation function. There is only one neuron in the output (second) layer, whose inputs are the outputs of the hidden layer’s neurons. The output signal of second layer, \( y_j^{(2)}(n) \), at the time instant \( n \) is determined by
\[ y_j^{(2)}(n) = \sum_{j=1}^M w_{ij}^{(2)} y_j^{(1)}(n) + b_j^{(2)}, \]
where \( b_j^{(2)} \) represents the bias of the \( j \)th neuron in the output layer.
where \( w^{(2)}_1, \ldots, w^{(2)}_M \) are the weights of this neuron and \( b^{(2)} \) is its bias.

Since \( \sigma(\cdot) \) is assumed to be nonlinear, it follows from (3), (4) together with (2) that \( y^{(2)}(n) \) is a nonlinear function depending on \( x(n-1) \) and also on the \((M(N+2)+1)\)-dimensional parameter vector

\[
w = [w^{(1)}_{11}, \ldots, w^{(1)}_{N1}, b^{(1)}_1, \ldots, w^{(1)}_{NM}, b^{(1)}_M; w^{(2)}_1, \ldots, w^{(2)}_M, b^{(2)}]'^T.
\]

To emphasize this fact, define the output signal of the neural network in the form

\[
y^{(2)}(n) = \text{NN}(x(n-1), w)
\]

with \( \text{NN}: \mathbb{R}^N \times \mathbb{R}^{M(N+2)+1} \to \mathbb{R} \).

The following basic assumption is made. There exists at least an unique \( w = w^* \in \mathbb{R}^{M(N+2)+1} \) such that \( F(\cdot) \) can explicitly be approximated by \( \text{NN}(x, w^*) \) in the sense of

\[
F(x) \equiv \text{NN}(x, w^*)
\]

for all \( x \) from a given compact set \( X \subset \mathbb{R}^N \).

Define the training sequence \( \{ (x(n-1), y(n)) \}_{n=1}^\infty \) of the measurable pairs in which \( x(n-1) \)s are taken randomly from \( X \). Then, the online learning algorithm for updating the parameter estimate \( w(n) \) is formulated as the following standard recursive gradient procedure:

\[
w(n) = w(n-1) + \eta \tilde{e}(n, w(n-1)) \text{grad}_w \text{NN}(x(n-1), w(n-1)).
\]

In this algorithm,

\[
\tilde{e}(n, w(n-1)) = y(n) - \text{NN}(x(n-1), w(n-1))
\]

is the current estimation error and \( \text{grad}_w \text{NN}(x(n-1), w(n-1)) \) denotes the gradient of \( \text{NN}(x, w) \) at the point \( w = w(n-1) \), and \( \eta = \text{const} > 0 \) is its step size (the learning rate).

The problem is to study the properties of sequence \( \{ w(n) \} \) caused by (7), (8) as \( n \) tends to \( \infty \).

To study the asymptotic behavior of (7), (8), the scalar non-negative function \( V(w) \) given by

\[
V(w) = 0 \quad \text{for} \quad w = w^*, \quad V(w) > 0 \quad \text{for} \quad w \neq w^*
\]

is exploited.

The variable \( V_n := V(w(n)) \) becomes immediately the Lyapunov function of the algorithm (7), (8) if only

\[
V_n \leq V_{n-1} \quad \forall n.
\]

Since \( V_n \geq 0 \), the condition (10) under which \( V_n \) does not increase is sufficient for existing a limit

\[
\lim_{n \to \infty} V_n = V_\infty,
\]

where \( V_\infty \) is a random number depending on \( w(0) \) and \( \{ x(n) \} \).

In the presence of the one-point \( W^* = \{ w^* \} \), the function \( V(w) \) satisfying (9) is usually chosen as

\[
V(w) = \| w^* - w \|^2,
\]

where \( \| \| \) denotes the Euclidean vector norm. It turned out that if the neural network contains the hidden layer, then \( W^* \) consists of several isolated \( w \)'s. In particular, in the simplest case, when there is one neuron in the hidden layer \((N = 1, \ M = 1)\) and \( \sigma(\cdot) \) is described by

\[
\sigma(s) = \frac{1}{1 + \exp(-s)}
\]

the set \( W^* \) contains two points: \( w^*_1 = [w^*_1, w^*_2, w^*_3, w^*_4]^T \) and \( w^*_2 = [-w^*_1, -w^*_2, -w^*_3, w^*_4]^T \).

In the case when \( W^* \) is not one-point, \( V(w) \) is designed as

3.6.2
\begin{equation}
V(w) = \inf_{w \in \mathcal{W}^*} \|w^* - w\|^2
\end{equation}

but not as defined in (12).

We first observed in simulation examples that \{w(n)\} may not converge even in the presence of bounded \{x(n)\} if there are no additional restrictions on this input sequence. Such an ultimate feature of (7), (8) implies that

\begin{equation}
\lim_{n \to \infty} w(n) = w_\infty
\end{equation}

may not exist. Nevertheless, if (15) is achieved, then the following asymptotic properties of \{w(n)\} can be established:

a) \{w(n)\} converges to some \(w_\infty\) in sense of (15) with

\[ w_\infty \in \lim \inf W_n \]

where

\[ \lim \inf W_n := \bigcap_{n=1}^{\infty} \bigcup_{k=1}^{n} W_k \]

denotes the limit set in which \(W_n := \{ w : y(n) - \text{NN}(x(n-1), w) = 0 \} \);

b) the identification error given by (8) satisfies

\begin{equation}
\lim_{n \to \infty} \tilde{e}(n, w(n-1)) = 0.
\end{equation}

Note that \(\lim \inf W_n\) represents a nonlinear manifold on \(\mathbb{R}^{M(N+2)+1}\) whose dimension satisfies

\[ 0 \leq \dim \lim \inf W_n \leq M(N+2). \]

To demonstrate these asymptotic properties, three simulation experiments with

\[ y = 3.75 + 0.05 \exp(-7.15x) \]

\[ 1 + 0.19 \exp(-7.15x) \]

was performed. This nonlinear function can explicitly be approximated by the two-layer neural network described by (5), (6), (8) and (13) with \(w_1^{(1)p} = 7.15, \quad b_1^{(1)p} = 1.65, \quad w_1^{(2)p} = 3.45, \quad b_1^{(2)p} = 0.3. \)

In all of these experiments, \(\eta\) was taken as \(\eta = 0.02.\)

The simulation results are depicted in Figures 1-3.

Fig. 1. Learning processes in simulation experiment 1:
Fig. 1 shows that \( \{V_n\} \) has no limit if the input sequence \( \{x(n)\} \) is non-stochastic. (The definition of the non-stochastic sequence can be found in the paper [3].) In this case, the model error \( \tilde{\varepsilon}(n, w(n-1)) \) does not go to zero, i.e., (16) is not satisfied.

In second experiment, \( x(n) \)'s were sequentially chosen from the finite set containing three points: \( x^{(1)} = -0.4442; \) \( x^{(2)} = 0.5158; \) \( x^{(3)} = 0.8761 \). Fig. 2 illustrates the result of this experiment with initial \( w_0^{(1)}(0) = 0.529, w^{(2)}(0) = 0.9168, b^{(2)}(0) = 1.0409 \).

We can observe that \( \{V_n\} \) is convergent, however its convergence is not monotonic as in (10). It turned out that in this case, \( \{w(n)\} \) converges to \( w_* = [5.4120, 1.3172, 3.8233, -0.0475]^T \) which lies on \( \lim \inf W_n \) but not to one of two points \( w^* = [7.15, 1.65, 3.45, 0.3]^T \) or to \( w^* = [-7.15, -1.65, -3.45, 3.75]^T \).

The case where \( \{V_n\} \) converges monotonically is demonstrated in Fig. 3. In this case, the initial estimates were chosen as: \( w_1^{(1)}(0) = 1.4, b^{(1)}(0) = -0.1, w_0^{(2)}(0) = -0.56, b^{(2)}(0) = 0.46 \).

It turned out that \( \{w(n)\} \) tends to the limit point \( w^* = [7.15, 1.65, 3.45, 0.3]^T \) as \( n \to \infty \).

Our main theoretical result concerning the asymptotical behavior of (7), (8) is based on the following additional assumptions:

\{\xi(n)\} are the stochastic sequences of independent random variables having the probability density function

\[
p(x(n) | x(n-1), \ldots, x(0)) = p(x(n)) = p(x)
\]  

with the properties that
\[ P\{x(n) \in X'\} = \int_{x \in X'} p(x) \, dx > 0, \]  
(18)

for any subset \( X' \subset X \), and

\[ P\{x(n) \in X^*\} = 0 \]  
(19)

if \( \dim X^* = 0 \), where \( P\{\} \) denotes the probability of corresponding event.

Let \( W(w^*) \) denote a neighborhood of some \( w^* \in W^* \) which does not contain another points of \( W^* \). With this \( W(w^*) \), we have established that if the assumptions (6), (17) – (19) are satisfied and the conditions

\[ 0 < \eta < 2, \]

\[ \int_{x \in X} [\text{NN}(x, w^*) - \text{NN}(x, w)] \text{grad}_w^2 \text{NN}(x, w)(w^* - w)p(x) \, dx \geq \]

\[ \geq \int_{x \in X} [\text{NN}(x, w^*) - \text{NN}(x, w)]^2 \| \text{grad}_w \text{NN}(x, w) \|^2 p(x) \, dx \]

hold for any \( x \in X \) and for arbitrary \( w \) from \( W(w^*) \), then the limit (11) is valid with probability 1. Again, \( \lim_{n \to \infty} w(n) = w^* \) almost sure (a. s.).

The proof of this result essentially utilizes the Borel – Cantelli lemma and Doob’s martingale convergence theorem (see [3]).

Conclusions

In general case, the standard online gradient algorithms applied to sequential learning in neural networks with hidden layer may not converge. To guarantee their convergence, certain conditions need to be satisfied.
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LMI-BASED DESIGN OF SPINNING RIGID BODY ROBUST FLIGHT CONTROL

This paper considers the problem of static output feedback (SOF) controller design with guaranteed cost and disturbance attenuation for robust flight control system (FCS) of spinning rigid body. The proposed design approach is based on the iterative linear matrix inequalities algorithm. The developed procedure of SOF controller synthesis is applied for synthesis of PID-controller, which is usually applied for spinning rigid body flight control. The simulation results prove the efficiency of the proposed approach.

Introduction

Automatic flight control of the spinning rockets and missiles is the basic mean for increasing their accuracy. Design procedures of such systems encounter with some essential difficulties connected with uncertainties of the controlled plant parameters and uncertainties of the mathematical models of the exogenous disturbances acting during control process. As far as the lifespan of these objects is very short additional problems occur that connected with law cost design and power consumption in order to be implemented onboard computer with restricted abilities. In turn, it leads to the limited number of navigation sensors, their size and weight. These circumstances lead to the application of the robust control theory for solving the problem of a static output feedback (SOF) controller design. The main advantage of SOF design is that it requires only available signals from the plant to be controlled. The SOF problem concerns finding a static or feedback gain to achieve certain desired closed-loop characteristics. A survey devoted to this problem is presented in [1]. Following this line of research, we consider the problem of robust static output controller synthesis for rotating solid body with guaranteed cost and disturbance attenuation at a predetermined level $\gamma$ via LMI technique [2–7].

In the existing practice of flight control of such plants the application of the PID-controllers is very common approach. So far as PID-controllers belong to the dynamic output feedback, one of the main features of this paper implies reducing of the PID control law synthesis to the synthesis of the SOF. To illustrate the efficiency of the proposed approach a longitudinal channel of spinning rigid body is used as a case study.

Problem statement and preliminaries

A mathematical model of rotating solid body is derived as an envelope of amplitude modulated signal [3–4]. A state space vector of the longitudinal channel is $x = [y, \dot{y}, \ddot{y}]$, where $y$ is the beam axis deflection, $\dot{y}$, $\ddot{y}$ is the first and the second derivative of beam axis deflection, respectively. The control input vector $u = [\delta]^{T}$ is represented by rudder deflection [3–4]. The control law is designed taking into account only variables that are available for measurement.

Let us consider the mathematical model of the controlled plant described by a difference equation

$$
x(k+1) = A_{i}x(k) + B_{i}u(k) + B_{gi}g(k)
$$

$$
y(k) = Cx(k) + Fr(k)
$$

where matrices $A_{i}, B_{i}$ are the elements of some polytope that satisfy the following condition $[A, B] \in Co \{[A_{1}, B_{1}], ..., [A_{N}, B_{N}]\}$, $i = 1, ..., N$; $x(k)$ is the state space vector, $u(k)$ is the control vector, $y(k)$ is the output vector of the system used for output feedback design and $g(k)$ is a disturbance vector. $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{m \times n}, C \in \mathbb{R}^{p \times n}$ are known matrices of appropriate dimensions.
The functional diagram of closed loop system with PID – controller in a loop has the following structure (see Fig. 1)

![Functional diagram of closed loop system with PID controller](image)

**Figure 1 Control system**

To facilitate procedure of dynamic feedback control design let us incorporate PID controller dynamics into plant dynamics. Furthermore, the controller dynamics is represented as a collection of static and dynamic parts. Thus, the dynamic part of the controller is described by the difference equations as follows

\[
\begin{align*}
  w(k+1) &= Fw(k) + Ge(k), \\
  v(k) &= Mw(k) + Je(k),
\end{align*}
\]

where \( w(k) \) is the state space vector of PID – controller; \( v(k) \) is the output vector of PID – controller; \( e(k) = r(k) - y(k) \) is a stabilization error. \( F, G, M, J \) are known matrices chosen to include the desired structure in the controller. The static part of the PID – controller is given as a column matrix in the following way

\[
K = [K_p \ K_i \ K_d]^T.
\]

Thus, the structure of closed –loop system with PID – controller in the loop is possible to represent in the following way (Fig.2)

**Figure 2 Structural block – scheme of closed-loop system**

In order to solve the problem PID – controller design let us reduce it to the problem of static output feedback design. Further, it is possible to solve our problem in LMI (linear matrix inequality) form. The PID – controller dynamics and output equations may be rewritten in augmented form as [3]:

\[
\begin{bmatrix}
  x(k+1) \\
  w(k+1)
\end{bmatrix} =
\begin{bmatrix}
  A & 0 \\
  -G & F
\end{bmatrix}
\begin{bmatrix}
  x(k) \\
  w(k)
\end{bmatrix} +
\begin{bmatrix}
  B_i \\
  0
\end{bmatrix} u(k) +
\begin{bmatrix}
  0 \\
  G
\end{bmatrix} r(k) +
\begin{bmatrix}
  B_o \\
  0
\end{bmatrix} g(k),
\]

\[
\begin{bmatrix}
  y(k) \\
  v(k)
\end{bmatrix} =
\begin{bmatrix}
  C & 0 \\
  -J & M
\end{bmatrix}
\begin{bmatrix}
  x(k) \\
  w(k)
\end{bmatrix} +
\begin{bmatrix}
  0 \\
  J
\end{bmatrix} r(k),
\]

The control law is given by
\[ u(k) = -Ky(k) = -K_C x(k) = -Kv(k) \quad (4) \]

where \( y = [v] \), \( x = [x \ w]^T \) and \( K \) is a constant output feedback gain, that minimizes performance index

\[ J = \sum_k \|z(k)\|^2 = \sum_k (x^T(k)Qx(k) + u^T(k)Ru(k)), \]

where \( Q \geq 0 \) and \( R > 0 \) are diagonal matrices, weighting each state and control variables, respectively. Output signal \( z(k) \) used for performance evaluation is defined as follows:

\[ z = \begin{bmatrix} \sqrt{Q} & 0 \\ 0 & \sqrt{R} \end{bmatrix} \begin{bmatrix} x \\ u \end{bmatrix}. \]

Bounded \( L_2 \) Gain Design Problem

The system \( L_2 \) gain is said to be bounded or attenuated by \( \gamma \) if [3, 7 –8]:

\[ \frac{\sum_k \|z(k)\|^2}{\sum_k \|g(k)\|^2} \leq \frac{\sum_k (x^T(k)Qx(k) + u^T(k)Ru(k))}{\sum_k (g^T(k)g(k))} \leq \gamma^2. \]

Therefore, it is necessary to find constant output feedback gain matrix \( K \) that stabilizes the control plant such that the infinity norm of the transfer function referring exogenous input to performance output \( z(k) \) approaches minimum. The minimum gain is denoted by \( \gamma^* \).

According to the proposed approach, in this paper it is necessary to find SOF controller that simultaneously stabilizes the set of autonomous systems (1). The output feedback gain matrix \( K \) could be found by solving the following iterative LMI:

\[
\begin{bmatrix}
Y_n & Y_n(A_1-MY_n^{-1}F)^T & Y_n \circ B_{gl}^T & FY_n + Y_n F^T \circ B_i^T & Y_n L_n^T
\end{bmatrix}
\begin{bmatrix}
Y_n (A_1-MY_n^{-1}F)Y_n & -Y_n & 0 & 0 & 0 & 0 & 0 & 0 \\
Y_n & 0 & -Q^{-1} & 0 & 0 & 0 & 0 & 0 \\
B_{gl} & 0 & 0 & -\gamma^2 I & 0 & 0 & 0 & 0 \\
B_i & 0 & 0 & 0 & I & 0 & 0 & 0 \\
L_n Y_n & 0 & 0 & 0 & 0 & -R & 0 & 0 \\
\end{bmatrix} < 0, \quad (5)
\]

where \( i=1,…,N \) in (5) denotes the set of models associated with certain operating conditions within the flight envelope. The matrices \( K \) and \( L \) for each \( n \)-th iteration are updated as follows:

\[ K_{n+1} = R^{-1}(B^T P_n + L_n)C^T (CC^T)^{-1} \]

\[ L_{n+1} = R K_{n+1} C - B^T P_n \]

On the last stage a convergence is checked, namely if \( \|K_n - K_{n+1}\| \leq \epsilon \) (if \( K_{n+1} \) and \( K_n \) are close enough to each other) than terminate and set \( K = K_{n+1} \), otherwise set \( n=n+1 \) and solve the inequality (5).

Case Study

To illustrate the efficiency of the proposed approach a longitudinal channel of spinning rigid body flight control system as a part of the laser beam guidance system is used as a case study [3]. The extended state space vector of longitudinal channel with PID – controller in a feedback has the following form \( x_{ex}^{PID} = [y, \dot{y}, \ddot{y}, \int y]^T \), where \( y \) is the beam axis deflection, \( \dot{y}, \ddot{y} \) is the first and the
second derivative of beam axis deflection, respectively. The control input vector is as defined above. The extended state space and control matrices for nominal and parametrically perturbed models have the following form

$$A_{\text{ex}} = \begin{bmatrix} 1 & -0.0006 & 7.48 \times 10^{-6} & 0 \\ 0 & -0.8 & -0.0068 & 0 \\ 0 & 164.4 & -0.7944 & 0 \\ 0.02 & 8.7 \times 10^{-6} & 8.53 \times 10^{-8} & 1 \end{bmatrix}, \quad B_{\text{ex}} = \begin{bmatrix} 9.7 \times 10^{-3} \\ 0.8511 \\ -77.74 \\ 9.03 \times 10^{-5} \end{bmatrix}, \quad C_{\text{ex}} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$

$$A_{\text{pe}} = \begin{bmatrix} 1 & -6.59 \times 10^{-4} & 9.89 \times 10^{-7} & 0 \\ 0 & -0.909 & -0.0066 & 0 \\ 0 & 61.3 & 0.9136 & 0 \\ 0.02 & 2.53 \times 10^{-6} & 2.24 \times 10^{-7} & 1 \end{bmatrix}, \quad B_{\text{pe}} = \begin{bmatrix} 0.0639 \\ 0.2814 \\ -189.6 \\ 6.1 \times 10^{-4} \end{bmatrix}, \quad C_{\text{pe}} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$  

The resulting coefficients of PID – controller are given below

$$K_p = 2.75, \quad K_d = 1.7087, \quad K_i = 0.0099.$$ 

The $H_2$-norms of the closed loop system sensitivity functions for the nominal and perturbed models are: $H_{2n} = 0.0501$ and $H_{2p} = 0.0208$. The $H_\infty$-norms for a set of nominal and perturbed closed loop complementary sensitivity functions are found to be equal to $H_{\infty n} = 1.3521$ and $H_{\infty p} = 1.7430$. As it is known from the robust control theory [8] small values of these norms show that desirable compromise between performance and robustness of the control system is achieved.

**Conclusions**

The simulation results of spinning rigid body motion prove the effectiveness of the proposed control approach. The required flight performances are respected as well as the robustness of the closed loop system. Thus, the SOF design algorithm based on LMI provides easy and efficient control.
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ACCELERATED INITIAL ALIGNMENT PROCEDURE OF STRAP-DOWN INERTIAL NAVIGATION SYSTEM BASED ON EXTENDED KALMAN FILTERING AND STOCHASTIC APPROXIMATION

The initial alignment procedure of the strap-down inertial navigation system (SINS) consisting of two stages is proposed. The 1st stage is the coarse alignment procedure using accelerometers and magnetometers data. The 2nd stage is the improving fine alignment procedure due to the combined application of the Kalman filter and the stochastic approximation algorithm. Developed initial alignment algorithm allows to accelerate execution and to increase accuracy of the entire procedure.

The sensor unit of the modern SINS consists of 3-axis rate gyros and 3-axis accelerometers based on MEMS technology. These systems don’t measure absolute attitude. They obtain the angle of orientation due to integrating data from 3-axis rate gyros. But any integration procedure needs to possess the information about initial attitude. Concerning this to obtain the correct information about current orientation it is necessary to carry out an essential pre-flight procedure – initial alignment.

The main essence of initial alignment procedure is to determine the angles of the UAV’s orientation in the selected navigation frame. Experience of using SINS in UAV navigation shows the accuracy of initial alignment procedure is very crucial, because accuracy of determining attitude of UAV in flight depends on accuracy of this procedure. Therefore nowadays the efforts of many researchers from around the world are aimed at developing such a procedure of initial alignment, which satisfies two basic requirements. On the one hand this procedure has to require minimal computation time and complexity of implementation in the on-board computers, and on the other hand it has to ensure maximum accuracy of determining UAV’s attitude [1].

The main advantage of most SINS based on MEMS-sensors is small size and price. However these sensors have several disadvantages, the main ones are low accuracy and measurement errors that accumulate over time. Despite the low accuracy of the sensors, requirements to accuracy and speed of measuring main navigation parameters (position, velocity, attitude) is quite high because UAVs are very manoeuvrable. Therefore, this condition demands to integrate various sensors and use advanced mathematical algorithms for data processing.

In the article some mathematical algorithms to accelerate this procedure and improve its accuracy will be considered. Initial alignment procedure consists of two phases:

- coarse alignment – preliminary estimation of initial attitude;
- fine alignment – precise determination of angles of orientation.

Coarse alignment is quite easy for implementation. It is a preliminary determination of the attitude of SINS using simple analytical calculation and data from sensors (accelerometers, gyros, magnetometers). Results of coarse alignment are applied as initial values for fine alignment.

The procedure of fine alignment is more complicated and requires more time for conducting because of using advanced mathematical methods of stochastic estimation. The most popular mathematical algorithm used in SINS fine alignment is Extended Kalman Filter (EKF).

The most commonly applied way of the UAV initial attitude determination is an autonomous alignment, which uses the data of only sensors of SINS (accelerometers and gyros), without information from external sensors (magnetometer, altimeter, etc.).

However it is known that gyros based on MEMS technologies don’t have high precision and resolution, as a result, they can’t measure the components of angular rate of the Earth rotation. Therefore, the use of data from only accelerometers and gyros during the initial alignment of the navigation system will lead to mistaken determination of the initial attitude of SINS. To avoid this problem it has been proposed to use magnetometers and accelerometers data for initial alignment of SINS based on MEMS-sensors.
For coarse alignment the method proposed in the article [1] is applied. This method employs data of magnetometers, accelerometers and determines the initial quaternion of SINS orientation.

Having calculated the vectors of the components of the magnetic field of the Earth \( \mathbf{M} \) and gravitational acceleration \( \mathbf{G} \) in the navigation frame and received the vectors of sensor readings – vector of magnetometer readings \( \mathbf{m} \) and accelerometer readings \( \mathbf{g} \) in the inertial frame, the quaternion that describes the rotation to the coincide frames is determined.

Firstly the vector \( \mathbf{k}_0 \) in the navigation frame is calculated:

\[
\mathbf{k}_0 = [\mathbf{M} \times \mathbf{G}]
\]

Secondly the vector \( \mathbf{k}_1 \) in the inertial frame is calculated.

\[
\mathbf{k}_1 = [\mathbf{m} \times \mathbf{g}]
\]

Then the angle \( f \) between vectors \( \mathbf{k}_0 \) and \( \mathbf{k}_1 \) is determined

\[
s = \mathbf{k}_0 \times \mathbf{k}_1; \quad c = \mathbf{k}_0 \cdot \mathbf{k}_1; \quad f = \arctg \frac{\text{norm}(s)}{c},
\]

where \( s \) – cross product of \( \mathbf{k}_0 \) and \( \mathbf{k}_1 \), \( c \) – scalar product of \( \mathbf{k}_0 \) and \( \mathbf{k}_1 \). (1)

Having calculated the angle \( f \) it is possible to introduce the quaternion of rotation \( \mathbf{q}_0 \) [1]:

\[
\mathbf{q}_0 = \left[ \cos \left( \frac{f}{2} \right) \ s_x \sin \left( \frac{f}{2} \right) \ s_y \sin \left( \frac{f}{2} \right) \ s_z \sin \left( \frac{f}{2} \right) \right],
\]

where \( s_x, s_y, s_z \) – elements of vector \( \mathbf{s} \) from expression (1). (2)

In the same way the angle of rotation of vector \( \mathbf{k}_1 \) around axis \( \text{Oy} \) (East) of navigation frame is determined

\[
s = [p_0 \times p]; \quad c = p_0 \cdot p; \quad j = \arctg \frac{\text{norm}(s)}{c}.
\]

where

\[
p_0 = \frac{\mathbf{M} + \mathbf{G}}{\text{norm}(\mathbf{M} + \mathbf{G})}; \quad p_1 = \frac{\mathbf{m} + \mathbf{g}}{\text{norm}(\mathbf{m} + \mathbf{g})}; \quad p = A^T \ p_1,
\]

\( A \) – Direction Cosine Matrix (DCM) calculated from quaternion \( \mathbf{q}_0 \).

Having calculated the angle \( j \) it is possible to introduce the quaternion of rotation \( \mathbf{q}_1 \) according to expression (2):

\[
\mathbf{q}_1 = \left[ \cos \left( \frac{j}{2} \right) \ s_x \sin \left( \frac{j}{2} \right) \ s_y \sin \left( \frac{j}{2} \right) \ s_z \sin \left( \frac{j}{2} \right) \right].
\]

Finally quaternions \( \mathbf{q}_1 \) and \( \mathbf{q}_0 \) are multiplied to acquire the quaternion of rotation \( \mathbf{q} \), that describes the initial attitude of SINS in navigation frame:

\[
\mathbf{q} = \mathbf{q}_0 \times \mathbf{q}_1.
\]

Using proposed algorithm of coarse alignment it is impossible to obtain precise information about initial orientation, because the result will include all measuring errors of sensors.

In order to receive more accurate initial attitude it is necessary to perform procedure of fine alignment. As it has previously been said the fine initial alignment algorithm (IAA) is based on applying Extended Kalman Filter [3].

Transition matrix \( \mathbf{C} \) (or Direction Cosine Matrix DCM) transforms the orientation of SINS from inertial to navigation frame and it has to be determined as a result of IAA performing. The initial estimation of matrix \( \mathbf{C} \) is calculated from mean value of quaternion \( \mathbf{q} \) received as a result of coarse alignment. Then this value of matrix \( \mathbf{C} \) is estimated and calculated more precisely. If at some \( i \)-step of this procedure matrix \( \mathbf{C} \) could be estimated as \( \mathbf{C}_i^* \), then it would contain some misalignment described by some matrix \( \mathbf{A}_i \) and so:

\[
\mathbf{C} = \mathbf{A}_i \cdot \mathbf{C}_i^*.
\]

The main assumption is based on the small values of misalignment angles \( \phi_x, \phi_y, \phi_z \). This assumption makes possible to present matrix \( \mathbf{A}_i \) as follows:
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\[ A_i \equiv I + \Phi_i \quad \Phi_i = \begin{bmatrix} 0 & -\phi_z(i) & \phi_y(i) \\ \phi_z(i) & 0 & -\phi_x(i) \\ -\phi_y(i) & \phi_x(i) & 0 \end{bmatrix} \] (8)

and I is the unit 3×3 matrix. The vector of the misalignment angles \( \phi = [\phi_x, \phi_y, \phi_z]' \) is the state vector of the Kalman filter (KF). Since these angles are constant during alignment procedure, its derivatives are equal to zero: \( \frac{d\phi}{dt} = 0 \), the state-space matrix in discrete form is equal to \( I \) and the state-space noise is absent. This fact eliminates procedures of state-space and covariance matrix propagation, only updating after measurement's vector \( \phi = [\phi_x, \phi_y, \phi_z]' \) and covariance matrix \( P \) remains. It essentially simplifies the KF procedure. If \( \bar{a} \) and \( \bar{m} \) are the vectors of total (gravity and centripetal) acceleration and the Earth magnetic field respectively, then the measurement could be represented as

\[ m_a = \bar{a}_N - C^* \cdot \bar{a}_S, \quad m_m = \bar{m}_N - C^* \cdot \bar{m}_S. \] (9)

where \( \bar{a}_N, \bar{m}_N \) are aforementioned vectors in the navigation frame and \( \bar{a}_S, \bar{m}_S \) are the same vectors in the inertial frame. The pair \( \bar{a}_N, \bar{m}_N \) could be easily determined for given local latitude of this frame’s common origin, while the pair \( \bar{a}_S, \bar{m}_S \) is determined by the real measurements.

Vector \( M = [m_a, m_m]' \) could be considered as the measured estimation of misalignment. After introducing the following vectors:

\[ \alpha = C^* \cdot \bar{a}_S, \quad \beta = C^* \cdot \bar{m}_S, \] (10)

it is possible to introduce the following matrices:

\[ H_a = \begin{bmatrix} 0 & \alpha_z & -\alpha_y \\ -\alpha_z & 0 & \alpha_x \\ \alpha_y & -\alpha_x & 0 \end{bmatrix}, \quad H_m = \begin{bmatrix} 0 & \beta_z & -\beta_y \\ -\beta_z & 0 & \beta_x \\ \beta_y & -\beta_x & 0 \end{bmatrix}. \] (11)

These matrices could be incorporated into one matrix of measurement \( H \):

\[ H = [H_a, H_m]' . \] (12)

Using this matrix it is possible to calculate theoretical estimation \( M_{th} \) of the measured vector \( M \):

\[ M_{th} = H \cdot \phi + C_\eta \cdot \eta , \] (13)

where vector \( \eta = [\bar{a}, \bar{m}]' \) is the vector of measurements’ noises and matrix \( C_\eta \) is equal:

\[ C_\eta = \begin{bmatrix} C^* & 0_3 \\ 0_3 & C^* \end{bmatrix} \] (14)

matrix \( 0_3 \) being 3×3 zero matrix. Covariance matrices of accelerometers and magnetometers noises are denoted as \( C_{oa}, C_{om} \), then covariance matrix of measurements \( R \) would be equal:

\[ R = \begin{bmatrix} C^* C_{oa} C^* & 0_3 \\ 0_3 & C^* C_{om} C^* \end{bmatrix} \] (15)

So the innovation vector \( In \) necessary for updating the state vector \( \hat{\phi} \) and covariance matrix \( P \) of state variables could be expressed as

\[ In = M - M_{th} . \] (16)

Now it is possible to represent the whole algorithm at each i-step as following procedure:

1. Calculation of the Kalman gain matrix:

\[ K_i = P_{i-1} \cdot H_i^T \cdot (H_i \cdot P_{i-1} \cdot H_i^T + R_i)^{-1} \] (17)
2. State vector updating
\[ \phi_i = \phi_{i-1} + K_i \cdot (M_i - H_i \cdot \phi_{i-1}) \] (18)

3. Covariance matrix updating
\[ P_i = (I - K_i \cdot H_i) \cdot P_{i-1} \] (19)

4. Calculation of the matrix \( \Phi_i \) and updating the matrix \( C_i^* \):
\[ C_i^* = (I + \Phi_i) \cdot C_{i-1}^* \] (20)

Final result of procedure is the estimated values of misalignment angles via elements of matrix \( C_i^* \):
\[ c_{23}^*(N) = \phi_z, c_{12}^*(N) = -\phi_y, c_{13}^*(N) = \phi_x \]. N number of last step of alignment procedure.

This algorithm was applied to the initial alignment procedure of the motionless body with a good result but some convergence-related problems remained. They could be explained by the following reasons. From equation (20) it follows that to produce final result from KF variables it is necessary to produce their additional integration. So if KF converges, but convergence is slow, then after KF state variables integration large values of error may occur. Further improvement of algorithm was made on the basis of combination KF and accelerated stochastic approximation approach [4]. As it was shown in [4] SA could enhance the estimation of weakly observable variables. We denote the state vector updating increment in (18) as:
\[ in(i) = K_i \cdot (M_i - H_i \cdot \phi_{i-1}) \] (21)
and so:
\[ \phi_i = \phi_{i-1} + in(i) \] (22)

Due to the [4] application of combined (KF+SA)-procedure gives
\[ \phi_i = \phi_{i-1} + in(i) + S_a(i) \cdot in(i) \] (23),
and so due to the (22) state vector, updated after SA-procedure, could be expressed as:
\[ \phi_i = \phi_{i-1} + S_a(i) \cdot (\phi_i - \phi_{i-1}) \], (24)

where \( S_a(i) \) is the matrix coefficient of the stochastic approximation. In the simplest Robbins-Monroe SA-procedure it is equal to the simplest value \( S_a(i) = 1/i \). In the more sophisticated but more effective accelerated Kesten method of SA-procedure its value depends on the actual behaviour of smoothed sequence [5]. The scalar stochastic approximation gains \( S_j(i) \) (i=1, ..., N) for each j-th estimated variable is calculated due to the following expressions:

for \( i=1,2 \) : \( S_a(i) = 1/i \),

for \( i>2 \) : \( S_j(i) = 1/t_j(i) \),

where:
\[ t_j(i) = 2 + \sum_{i=3}^{\infty} \{ -0.5 \cdot \text{sign} \left[ (in_j(i) - in_j(i-1)) \cdot (in_j(i-1) - in_j(i-2)) \right] - 1 \}. \] (25)

The main idea of this SA-procedure is based on the fact that SA-gain is decreasing only, when sign of the expression inside the square brackets of (25) is negative, and so innovations are changing their signs in the vicinity of steady-state point. In other case the increment of \( t_j(i) \) is zero and the value \( S_j(i) \) is the same as at the previous step, thus accelerating the convergence and accuracy of this procedure in comparison with the simplest Robbins-Monroe SA-procedure. Experimentally it was proved that for accelerating of the convergence of this procedure it is much better to use the accumulated first differences of innovations.

In order to check the efficiency of proposed algorithms their simulation in Matlab was conducted. For mathematical simulation the following values of the RMS of accelerometers and magnetometers measurement noises were accepted accordingly: \( \sigma_a = 0.02 \text{ m/s}^2 \), \( \sigma_m = 3^\circ/\text{s} \). The simulation of the initial alignment algorithm has lasted for 220 s. Two different combinations of mathematical methods have been applied:

- IAA without stochastic approximation and coarse alignment;
- IAA with stochastic approximation and coarse alignment.
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As it can be seen from Fig. 1, the IAA based on EKF without coarse alignment and stochastic approximation algorithms is unstable and does not provide sufficient conditions for convergence of procedure KF, and therefore the algorithm does not provide sufficient accuracy.

As it is shown in Figure 2, the IAA with stochastic approximation methods of Robbins-Monroe and Kesten significantly improves the accuracy of determination of the initial attitude and significantly accelerates the procedure.

As shown in Figure 1-2, the best accuracy of the initial attitude is provided to pitch and roll, because these angles are determined by data of the accelerometers that provide quite precise measurements in the static mode without significant noise and errors. The accuracy of yaw is worse, since it is based on data of magnetometer, which possesses a number of errors and noise in both dynamic and static modes. However, applying the developed IAA allows to obtain much higher accuracy of the initial attitude in comparison with classical methods (EKF). Thus, measurement accuracy of initial angles are estimated as follows: pitch and roll - 0.02°, yaw - 0.2°.

**Conclusion**

In the article combined apply of EKF and SA algorithms for initial alignment procedure is proposed. The apply of two SA algorithms – Robbins-Monroe and Kesten, significantly accelerated initial alignment procedure and improved the accuracy of determination of initial attitude despite using MEMS sensors with low precision as a source of information.

**References**

ROBUST OPTIMIZATION OF THE PRECISION NAVIGATION MARINE SYSTEMS

The problems of optimal precision navigation marine systems design taking into consideration uncertainty of their mathematical description and the external disturbances are considered. The basic modes of operation of the systems to be studied are listed. The modern methods of the parametrical and structural robust optimization suitable for both modernization and creation of the new systems are studied.

The instrument making industry of the Ukraine has significant achievements in the area of the precision navigation systems attended for exploitation at the marine vehicles. Such systems allow solving the following specific tasks such as:

1) the coarse stabilization of navigation sensors (the accelerometers) in the mode of the previous leveling;
2) the precise stabilization of navigation sensors (the gyros and accelerometers) in the mode of the precision leveling;
3) the initial alignment (setting to the meridian);
4) the combined stabilization and precision heading determination in the mode of the gyrocompass;
5) the combined stabilization and precision direction determination in the mode of the gyroazimuth;
6) the calibration of navigation sensors during the process on functioning and berthing.

The structural scheme of the precision navigation marine system is represented in fig. 1.

![Diagram of the precision navigation marine system]

Design of the precision navigation system for solution of the above stated tasks is implemented in conditions of uncertainties caused both inaccuracies of the mathematical descriptions of the real systems and influence of the internal and external disturbances. Mainly, the navigation systems designed for exploitation at the marine vehicles are subjected to influence of disturbances caused by the sea irregular waves. The modern approach to solution of this problem is connected
with synthesis of the robust systems able to operate in conditions of the parametrical structured and the external coordinate disturbances.

Improvement of the control systems may be implemented in two directions including operational system development and creation of the new systems. The operational system development in conditions of uncertainties it is convenient to realize by means of the robust parametrical optimization. In the presence of sufficient a priori information contents about the analogous systems creation of the new systems may be based on the parametric optimization too. But the modern approach to design of the new systems foresees using of the \( H_\infty \)-synthesis that is the robust structural optimization providing design of a system in the conditions of uncertainties.

One of the modern approaches to definition of the robust optimization quality criterions is using of the \( H_\infty \)-norm of the matrix function of the closed loop system complementary sensitivity function [2, 6]. In this case the quality criterion and the formalized statement of the problem may be represented in the form

\[
J_{H_\infty, p}(K) = \| \Pi(K) \|_\infty,
\]

\[
K^* = \arg \inf_{K \in D} J_{H_\infty, p}(K)
\]

if the following condition

\[
K(s) \in D, \quad D : \text{Re} | \text{eig}(I + L(s)) | < 0
\]

is satisfied, where \( J_{H_\infty, p}(K) \) is the optimization quality criterion. In the general case this criterion represents the \( H_\infty \)-norm of the matrix function of the closed loop system complementary sensitivity function \( \Pi(K(s)); K(s) \) is the matrix of transfer functions of the controller; \( \| \cdot \|_\infty \) is the notation of the \( H_\infty \)-norm; \( W(s) \) is the matrix of transfer functions of the control object; \( L(s) = K(s)W(s) \).

To increase efficiency of the robust parametric optimization is possible using the mixed \( H_2/H_\infty \) approach. In this case, the complex quality criterion may be described by the following expression

\[
J_{H_2/H_\infty} = \lambda_2^{\text{nom}} \| \Pi(K) \|_{2, \infty} + \lambda_2^{\text{nom}} \| \Pi(K) \|_{2, \infty} + \sum_{i=1}^{n} \lambda_i^{\text{dis}} \| \Pi(K) \|_{2, \infty} + \sum_{i=1}^{n} \lambda_i^{\text{dis}} \| \Pi(K) \|_{2, \infty} + \lambda_\infty \| \Pi(K) \|_{\infty} + \sum_{i=1}^{n} \lambda_i^{\text{dis}} \| \Pi(K) \|_{\infty} + PF,
\]

where \( \| \cdot \|_{2, \infty} \) are \( H_2 \)-norms of the transfer functions of a nominal system and a system disturbed by the parametrical structured disturbances for the deterministic and stochastic cases; \( \| \cdot \|_{\infty} \) are the \( H_\infty \)-norms of the transfer functions of a nominal system and a system disturbed by the parametrical structured disturbances; \( \lambda_2^{\text{nom}}, \lambda_2^{\text{nom}}, \lambda_\infty, \lambda_\infty, \lambda_i^{\text{dis}}, \lambda_i^{\text{dis}} \) are the weighting coefficients of the appropriate norms; \( n \) is a number of a system’s models disturbed by the parametrical structured disturbances; \( PF \) is the penalty function satisfying the stability conditions during a process of the optimization.

Then the statement of the \( H_2/H_\infty \)-optimization problem (1), (2) under condition that the condition (3) is satisfied becomes:

\[
K^* = \arg \inf_{K \in D} J_{H_2/H_\infty}(K).
\]

Such approach to the optimization is called the multi-purpose as it allows to find a compromise between a system’s accuracy and robustness indexes which represent the different conflicting purposes [2].

The methodical provision of the parametrical \( H_2/H_\infty \)-optimization includes creation of the mathematical descriptions of the control system in the space of states, and taking into consideration all the non-linearities peculiar to a real system; determination of the minimal and balanced realizations of the linearized models and application of the optimization method based on the genetic algo-
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rithms. During the cyclic execution of this method at every its step the following operations are carried out such as calculation of the $H_2$, $H_\infty$-norms of the synthesized system, analysis of the poles location at the plane of the complex variable and correspondingly indirect indexes of the transient quality, forming of the penalty function by this analysis results and determination of a system’s optimization complex criterion. Checking of the synthesis results is implemented by means of the non-linear model as much as possible close to the real system. In the case of the unacceptable results the parametrical optimization procedure must be repeated after change of the initial conditions or the weighting coefficients.

Results of the parametrical $H_2/H_\infty$-optimization for the precision navigation marine system in the mode of the previous leveling are represented in [4]. As for other modes of a system operation, it is convenient study the navigation and stabilization contours separately taking into consideration their complexity. The main purpose of the navigation contours optimization is determination of the control laws coefficients, as the form of the control laws for the studied systems is defined by the many years experience of such systems design. Therefore use of the $H_2/H_\infty$-optimization is the most convenient in the given case. The results of the parametric optimization of the system navigation contours in the mode of precise leveling [5] are presented in fig. 2.

![Fig. 2. The angle of platform deviation from the plane of horizon (an angle of the pitch) in the mode of the precise leveling: a – for non-optimized system; b – for optimized system](image)

The results of the parametrical optimization of a system’s navigation contours in the mode of the initial alignment or setting to the meridian [5] are represented in fig. 3.

The robust structural optimization is based on solution of two Riccati equations, checking of some conditions [6] and minimization of the $H_\infty$-norm of a system’s mixed sensitivity function which includes the plant $G$, the controller $K$ and is defined by the vector of outputs $z$, which characterises the system quality, the vector of inputs $r$ and also the control $u$ and observation $y$ vectors [6]. The modern approach to solution of the robust structural $H_\infty$-optimization is based on forming of the desirable frequency characteristics of a system. Such approach is implemented by means of forming of the augmented plant due to connection of the weighting transfer functions. The $H_\infty$-norm of the mixed sensitivity function of the augmented system is used as the optimization criterion

$$J_{H_{\infty, S}} = \begin{bmatrix} W_S & W_z R \\ W_z T \end{bmatrix}$$
where \( W_1, W_2, W_3 \) are the weighting transfer functions, \( S, R, T \) are the sensitivity functions by the given signal, control and the complementary sensitivity function

![Graph](image)

Fig. 3. An angle of the azimuth in the mode of the initial alignment: \( a \) – for the non-optimized system; \( b \) – for the optimized system

The statement of the structural \( H_\infty \)-optimization by the method of the mixed sensitivity is represented in fig. 4.

![Diagram](image)

Fig. 4. \( H_\infty \)-optimization by the method of the mixed sensitivity

In the system of the computer-aided design Robust Control Toolbox the structural synthesis of the \( H_\infty \)-controller by the method of the mixed sensitivity is implemented by means of functions \texttt{augtf}, \texttt{hinfsyn}, which provide creation of a system’s model in the space of states and execution of the \( H_\infty \)-synthesis procedure. The results of the structural optimization of the precision navigation system by the method of the mixed sensitivity are represented in fig. 5.

The successes of the \( H_\infty \)-synthesis by the method of the mixed sensitivity essentially depends on the choice of the weighting transfer functions. In many cases the choice of these coefficients is carried out by the empiric methods taking unto account experience of the studied systems design.

As a rule, the controller synthesized by the structural method represents a system of sufficiently high order. There are some approaches \([3]\) to reduction of the synthesized controllers such as reduction of a system’s model before the \( H_\infty \)-synthesis procedure, reduction of a system’s model after the \( H_\infty \)-synthesis procedure and use of the special methods which provide creation of a system with the reduced order.
The comparative analysis has been shown that in this case the reduction of the synthesized controller is convenient to carry out after $H_\infty$-synthesis procedure termination. The reduction of the controller of the studied system may be carried out by means of the function `balmr`, which provides reduction of the controller to the fifth order.

![Graph](image1)
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Fig. 5. Results of the structural optimization: the transient (a), the dynamical error (b)

**Conclusions**

The approaches to development of the operational systems and design of the new systems of the wide class based on the methods of the parametrical and structural robust optimization are analyzed in the paper. The simulation results for synthesized precision navigation marine systems are represented.
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MODELLING TRAJECTORY ROTATION IN CORIOLIS VIBRATORY GYROSCOPES

In this paper, transfer functions were developed and corresponding transient processes for the sensitive element motion trajectory angle of rotation are studied. Simple approximations are suggested and its accuracy is demonstrated using numerical simulations.

In view of constantly growing market for micromechanical angular rate sensors, Coriolis vibratory gyroscopes (CVGs) have received significant amount of attention from the MEMS sensors design specialists due to the promising possibility to fabricate sensitive elements of such gyroscopes in miniature form by using modern microelectronic mass-production technologies. While conventional angular rate measurement is based on detection of the rotation induced oscillations amplitude (secondary amplitude) [1], trajectory analysis approaches are utilised as well [2, 3]. The latter also allows designing rate integrating sensors, which are more suitable for attitude and navigation applications [3, 4]. This paper addresses problems related to modelling angle of the sensitive element motion trajectory rotation due to the presence of the external angular rate.

One could consider the CVG sensitive element as a two-dimensional pendulum, whose steady state trajectory forms a rotated ellipse, as shown in Figure 1.

In this figure, $a$ and $b$ are the big and small half-axes of the ellipse, $\theta$ is the angle of the ellipse rotation relatively to the axes of primary $x_1$ and secondary $x_2$ oscillations. It is well-known, that these parameters (namely half-axes and angle of rotation) depend on amplitudes and phases of primary and secondary oscillations, which in turn depend on parameters of the sensitive element design and unknown angular rate. The problem, which is to be addressed in this paper, is to develop and analyse mathematical model of the $\theta$ angle transient processes due to the angular rate.

In general case, angle of the trajectory rotation is given by the following expression [2]:

$$\theta = \frac{1}{2} \tan^{-1}\left[\frac{2A_1A_2 \cos \varphi}{A_1^2 - A_2^2}\right].$$

Here $A_1$ and $A_2$ are the primary and secondary amplitudes of the sensitive element oscillations, $\varphi$ is the phase shift between the primary and secondary oscillations.
In the most generalized form, motion equations of the CVG sensitive element both with trans-
lational and rotational motion could be represented in the following form [1]:

\[
\begin{align*}
\ddot{x}_1 + 2\zeta_1 k_1 \dot{x}_1 + (k_1^2 - d_1 \Omega^2) x_1 + g_1 \Omega \dot{x}_2 + d_1 \dot{\Omega} x_2 &= q_1(t), \\
\ddot{x}_2 + 2\zeta_2 k_2 \dot{x}_2 + (k_2^2 - d_2 \Omega^2) x_2 - g_2 \Omega \dot{x}_1 - \dot{\Omega} x_1 &= q_2(t) .
\end{align*}
\] (2)

Here \( x_1 \) and \( x_2 \) are the generalized coordinates that describe primary (excited) and secondary
(sensed) motions of the sensitive element respectively, \( k_1 \) and \( k_2 \) are the corresponding natural fre-
quencies, \( \zeta_1 \) and \( \zeta_2 \) are the dimensionless relative damping coefficients, \( \Omega \) is the measured angu-
lar rate, which is orthogonal to the axes of primary and secondary motions, \( q_1 \) and \( q_2 \) are the gen-
eralized accelerations due to the external forces acting on the sensitive element. The remaining di-
mensionless coefficients are different for the sensitive elements exploiting either translational or
rotational motion. For the translational sensitive element they are \( d_1 = d_2 = 1 \), \( d_3 = m_3 / (m_1 + m_2) \),
\( g_1 = 2 m_2 / (m_1 + m_2) \), \( g_2 = 2 \), where \( m_1 \) and \( m_2 \) are the masses of the outer frame and the in-
ternal massive element.

Steady state solution of the equations (2) in terms of amplitudes and phases of primary and
secondary oscillations can be represented as follows:

\[
\begin{align*}
A_1 &= \frac{q_{10}}{k^2 \sqrt{(1-\delta\omega)^2 + 4\zeta_1^2 \delta\omega^2}}, \\
A_2 &= \frac{A_1 g_2 \delta\omega}{\sqrt{\delta k^4 + \delta\omega^2 - 2\delta k^2 \delta\omega^2 (1 - 2\zeta_1^2)}} \delta\Omega, \\
\phi_1 &= -\arctan \frac{2\delta\omega \zeta_1}{1 - \delta\omega}, \\
\phi_2 &= -\arctan \frac{\delta k^2 - (1 + 4\zeta_1 \zeta_2 \delta k + \delta k^2) \delta\omega^2 + \delta\omega^4}{2\delta k \delta\omega (\zeta_2 + \zeta_1 \delta k) - 2\delta \omega^3 (\zeta_1 + \zeta_2 \delta k)}.
\end{align*}
\] (3)

Here \( q_{10} \) is the amplitude of accelerations created by the primary excitation system, \( k \) is the
primary natural frequency, \( \delta\omega = \omega / k \) is the relative excitation frequency, \( \delta k = k_2 / k_1 \) is the ratio of
the secondary and primary natural frequencies, \( \delta\Omega = \Omega / k \) is the relative angular rate. Angular rate
is assumed to be negligible in comparison to the natural frequencies.

One should note that the sensitive element trajectory parameters depend on the phase shift
\( \phi = \phi_2 - \phi_1 \) between primary and secondary phases. Most importantly, based upon (3), phases of
do not depend on angular rate. In case of the primary resonance (\( \delta\omega = 1 \)), cosine of this phase shift can
be calculated as

\[
\cos \phi = \frac{2\zeta_2 \delta k}{\sqrt{\delta k^4 - 2(1 - 2\zeta_1^2) \delta k^2 + 1}}.
\] (4)

Expressions (3) along with the phase shift representations (4) can now be used to analyse pa-
rameters of the actual trajectory of the CVG sensitive element. However, dependencies (3) and (4)
are the steady state solutions, which do not allow studying transient processes when external angu-
lar rate is applied.

As has been demonstrated in [5], Laplace transformation of the secondary amplitude is

\[
A_2(s) = \frac{q_{10} g_2}{4 k_2^2 \zeta_2 (s + k_2 \zeta_2)} \Omega(s).
\] (5)

Using expressions (3-5) we can modify expression (1) to the following form

\[
\dot{\theta}(s) = \frac{1}{2} \tan^{-1} \left[ \frac{8 g_1 k_2 \delta k (s + k_2 \delta k)}{[4(s + k_2 \delta k)^2 - g_2^2 \delta k^2 \delta\Omega^2(s)] \delta k^4 - 2(1 - 2\zeta_2^2) \delta k^2 + 1} \right].
\] (6)
Apparently expression (6) is non-linear in terms of the input angular rate. However, taking into account that relative angular rate is small ($\delta\Omega << 1$), expression (6) can be linearised with respect to the small $\delta\Omega$ as follows:

$$\theta(s) \approx \frac{g\zeta k_0}{(s + k_0\zeta)\sqrt{\delta k^4 - 2(1 - 2\epsilon^2)\delta k^2 + 1}}\delta\Omega(s).$$

(7)

Finally, assuming matching natural frequencies of primary and secondary oscillations ($\delta k = 1$), expression (7) can be further simplified as

$$\theta(s) \approx \frac{g\zeta k}{2(s + k_0\zeta)}\delta\Omega(s).$$

(8)

Steady state of the obtained expression (8) is in perfect agreement with the previously published steady state expressions for the motion trajectory angle of rotation [2].

Numerical simulation of the sensitive element motion trajectory based on the equations (2) is shown in Figure 2.

![Fig. 2. CVG sensitive element motion trajectory](image)

Primary oscillations are assumed to be already settled and constant angular rate is applied. Corresponding simulations for the angle of trajectory rotation are shown in Figure 3.

![Fig. 3. Transient process simulations](image)

( solid – accurately simulated, dashed – simplified approximation, dotted – improved approximation)
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Here dashed line corresponds to the simplified approximation (8). One can see that significant steady state error is present. In order to remove this error, expression (6) can be used to produce improved approximation in the following form:

\[
0(s) = \frac{1}{2} \tan^{-1} \left[ \frac{4g_{2} \zeta_{2} \delta k}{\sqrt{\delta k^4 - 2(1 - 2\zeta_{2}^2)\delta k^2 + 1}} \right] \frac{\zeta_{2} k \delta k}{s + \zeta_{2} k \delta k} \delta \Omega(s). \tag{6}
\]

Numerical simulations of the improved approximation (6) are represented by the dotted line in Figure 3. One can see, that improved approximation (6) is accurate in representation of the angle of trajectory rotation transient processes for most of the practical applications.

Conclusions

Developed model for the angle of trajectory rotation of a CVG sensitive element allow designing miniature angular rate sensors based on the trajectory analysis contrary to the conventional secondary amplitude detection. Derived transfer functions can be used to develop filtering and control systems that will improve its measurement performances. The latter is suggested as a topic for the future research.
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The conception of flight safety management for civil aviation airports based on risk modeling is suggested. Main advantages of the implementation of this conception for civil aviation airports are considered and analyzed.

Nowadays flight safety in civil aviation is the most important task of government aviation branch worldwide. In spite of all efforts spent on achieving zero accidents and incidents level, they are happening with different types of aircraft in different countries. That is why the aviation experts of world famous organizations such as ICAO, IATA, FSF, FAA made the conclusion that the existing approach to flight safety providing became not effective and does not satisfy modern demands to aviation transportation. According to last ICAO standards and recommended practice [1, 2] the new concept of flight safety must be implemented in aviation practice of whole world.

The main sense of this new concept is that only flight safety providing approach is not enough and it must be changed by safety management approach. Safety management approach has to be implemented on two levels – government policy level and in all civil aviation organizations such as airlines, aerodromes, aviation service and factories, aviation educational institutions. Practically the new safety management approach is realized as Safety Management System.

The Safety Management System is a systematic approach to managing safety, including the necessary organizational structures, accountabilities, policies and procedures. There are three main aspects of Safety Management System:

- Systematic of activity – safety management activities is based on pre-determined plan, which takes into account the individual features of organization.
- Pro-active approach – an approach that emphasizes hazard identification and risks control before negative events that affect safety occur.
- Transparency of activity – all safety management activities are documented and visible.

In order to understand safety management, it is necessary to consider what is meant by safety. The previous definition of flight safety was the follow. Flight safety is a ability of aviation transport system that provides passengers and cargo transportation without hazards for human life’s and health. While the elimination of accidents and serious incidents would be desirable, a one hundred per cent safety rate is an unachievable goal. Unfortunately it is impossible to create human-machine system free from technical failures and human errors, hence free from any risk.

The new definition of flight safety recommended by ICAO standards [2] is the next. Safety is the state in which the risk of harm to persons or of property damage is reduced to, and maintained at or below, an acceptable level through a continuing process of hazard identification and risk management.

Safety management system is based on risk control conception. However it is impossible to control something having no possibility to measure it. That is why the risk control process consists of the next steps:

- risks definition – at all stages of technological process, which creates risk;
- risks normalizing – having normalized values of risk for risk assessment procedure;
- risk assessment – to make a conclusion about risk acceptability;
- risk prognostication – to make the forecast about risk’s level in the future.

This report is devoted to Safety Management System implementation in civil aviation airports.

There are special requirements in the last edition of ICAO standards and recommended practice [1] concerning the necessity of creating an effective Safety Management Systems in every civil aviation airport.
These demands form the normative basis and powerful aid for creating an effective system for controlling risk on every civil aviation airport. It is necessary implement Safety Management System in aerodromes because these organizations provide very important flight safety stages – taxiing, take-off, final approach and landing. The activity of every airport should provide the minimum risk during every stage of flight and create maximum comfortable conditions for the aircraft’s crew.

Statistics data show that most accidents and incidents occur during take-off, approach and landing. All these parts of flight are fulfilled in the aerodrome zone (Pict. 1). This picture demonstrates that about 55% of accidents/incidents are happened during the flight which takes 6% of the whole flight time. These statistics proves the importance and necessity of risk controlling by implementation of modern Safety Management System.

<table>
<thead>
<tr>
<th>Fatal accidents</th>
<th>Onboard fatalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taxi, load/ unload, tow</td>
<td>12%</td>
</tr>
<tr>
<td>20%</td>
<td>12%</td>
</tr>
<tr>
<td>Initial climb</td>
<td>8%</td>
</tr>
<tr>
<td>Climb (flaps up)</td>
<td>10%</td>
</tr>
<tr>
<td>Cruise</td>
<td>8%</td>
</tr>
<tr>
<td>Descent</td>
<td>4%</td>
</tr>
<tr>
<td>Initial approach</td>
<td>10%</td>
</tr>
<tr>
<td>Final approach</td>
<td>11%</td>
</tr>
<tr>
<td>Landing</td>
<td>25%</td>
</tr>
<tr>
<td>Exposure (Percentage of flight time estimated for a 15 hour flight)</td>
<td>30%</td>
</tr>
<tr>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>14%</td>
<td>57%</td>
</tr>
<tr>
<td>11%</td>
<td>12%</td>
</tr>
<tr>
<td>3%</td>
<td>1%</td>
</tr>
</tbody>
</table>


Picture 1. Accidents and Fatalities by Phase of Flight

Civil aviation airport or even aerodrome is a branchy organization which contains aviation personal, different equipment, normative documents and rules, areas of responsibilities, special bureaucratic structure. Safety Management System must become a significant part of airport’s structure and take all responsibilities connecting with risk control function.

The main idea of risk concept is that the safety is considered as a condition under which the risk of harm or damage is not equal to zero but limited to an acceptable level. The safety hazards creating risk may become evident after an obvious breach of safety, which may be classified as an accident or incident. This approach is retroactive and archaic and it may not be used anymore. In modern approach risk must be proactively identified through formal safety management programs before an actual safety event occurs.

After the identification of safety hazard, the associated risks must be assessed and made the conclusion about its acceptability. If the risk level is not acceptable, i.e. its value is more than normalized value, it is necessary to develop some effective actions to reduce risk’s value and make it in compliance with standard values.

Picture 2 demonstrates the triangle of risk’s acceptability. This triangle shows the correlation between acceptable, not acceptable and minimally achieved risk.

One of the main tasks of Safety Management System of civil aviation airport is by analyzing costs and profits connecting with flight safety providing make all risk levels acceptable or minimally achieved.
The Conception of flight safety management for civil aviation airports suggested in this report provides the risks identification method based on the mathematical approach as an alternative approach to the method of expert estimation and risk matrix.

**Conclusions**

The advantages of mathematical approach are: the higher accuracy, clearness and the possibility to reduce risk level at every stage of its creation. This mathematical approach requires the creation of mathematic models of risks for take-off, taxiing, final approach and landing.

These models consider all potential safety hazards may be created by each aerodrome departments. The transparency of these risks models provides the possibility of development the defense at every necessary stage of flight providing process hence reducing risks values.
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METHODS OF MAINTENANCE OF FUNCTIONAL STABILITY OF ONBOARD INFORMATION AND CONTROL COMPLEXES OF AIRCRAFT

Introduction. The transition to creation and application of reusable space systems represents a regular stage in development of missile-space and aerospace engineering in common process of development and use of the space. Intensive development of the near space with the purposes of its peaceful use results in the necessity of fading ways of reducing the cost of payloads launching into orbit. For this purpose, as is known, various reusable systems are being developed, which should basically lower the cost of launching payloads reasonably big number of restarts. However, on the way of aerospace systems development, there appear new problems, connected with providing high reliability, fault tolerance, with fulfillment of semi-natural and natural of experiments, etc.

1. Problems of the schematic decisions.

Application of aviation means of start permits to realize multiline at launching, descent and landing. However, demands additional costs of starting weight as compared to mass of vertical start by means of rocket - carriers (RC). Consequently, the use of such means becomes profitable only with big number or starts.

The advantage of aerospace systems (ASS) consists also in absence of zones of alienation, opportunity of launching at big range of orbit angle deviation, including minor mobility of launching.

Of late the technical decisions of ASS are studied in many countries, by many firms and in many research institutes. First consist of a heavy plane – carrier (PC), capable of bearing booster stage and launched orbital plane (OP) on its outside suspender. The second scheme is – one-stage, orbital, for example a “Hotol” type with engines and fuel, enabling to accelerator launching into orbit.

However, the optimum tire-stage scheme, is the one accelerator is hypersonic plane, capable of launching orbital stage at a speed, corresponding to number M=3 ...5. In this case, as researcher show, total weight of a system can be the in order of 350-450 tn at a payload 2…7tn.

Certainly, the most perspective reusable orbital airplane is one-stage plane. However, its creation except for the solution of the whole complex of aerothermodynamics problems, problems of development of constructive materials for high temperatures, poses the problem of creation rather a complex combined engine, capable of creating effective thrust at the entire range of speeds. There should be a combination of modes THE (turbojet engine), DFAJE (direct flow air-jet engine), liquid jet engine. I thus, it is proposed to reduce considerably fuel consumption by means of gradual transition from one type of engine to the other (by way of increased the number M of flights). Use of a liquid jet engine only on modes of flight with number M 10…15 considerably reduces the consumption fuel and, hence, starting weight. At the same time is necessary to take into account extreme temperature loads – up to 3000 K.

If it becomes possible to solve the problems of creation of a combined impellent installation of acceptable weight, this will enable to reduce considerably the starting weight at transition to a one-stage aero-space plane, by means of replacing multistage of the airplane effect for multistage regime of engine operation.

Development of ASS also requires great costs and can be a subject of international cooperation for distribution of the possible contributions from each contributing country.

In the near future, the most acceptable is the development of ASS on the basis of near-sound of a plane – carrier as a main means of launching. Analysis of the statistics about dimen-
sions and weights of satellites indicate to such way. It is necessary to develop means of launching for loads up to 10 tons. The degree of pay loads by such made of launching will be more than 80%.

In view of these requirements the project multitarget ASS (MASS) was developed in the former USSR. The project has in 1st basis a 2-stage launching system. The base plane AN-225 “Mriya” is used, as the first stage, and the second stage consist of a orbital reusable plane and expendable external fuel tank.

In the former USSR valuable experience on creation of a reusable orbital plane “Buran” was received. The systems of the orbital ship, design and heat-shielding are designed for 100 trips on a route Earth – Orbit – Earth.

While developing OP "Buran" problems of aerodynamics, heat-shielding, stability and controllability were successfully resolved. Problematic is the process of division of units of ASS in atmosphere. The outline of flight at division ASS consists of several parts: thrust in horizontal flight, maneuver of a type "hill", executed with the purpose achieving maximum values of height of flight altitude flight speed, angle of trajectory deviation. During system transfer to normal overboard reasonably close to zero division of units of ASS is executed. On the process of division are imposed the rigid safety requirements such, as excluding of cob-blows of dividing parts, when they are in direct affinity; not getting of a plane - carrier (PC) in a gas; jet of a rocket engine of the second stage (OP + fuel tank).


One of serious problems when developing reusable aerospace system is the problem of security of reliability, solvability, safety of all system as a whole and in particular its information control complex. Here it is necessary to take into account that increasing reliability of elements, introducing structural and temporary redundancy, applying interchangeability and regeneration ability it, appears possible to guarantee fault tolerance of the system, i.e. Its ability normal to function with a number of elements failure.

However, for a complex system, such as the onboard information-control complex of a reusable aerospace system, characteristic is the opportunity of such combinations of events, whole separate probability is small, and as a sum, such “improbable” combinations too many. Even specially created monitoring protection systems and oriented to simple review of possible dangerous situations, cannot guarantee protection against any random combinations of failures and other adverse effects. And in remains completely defenseless.

In this connection, there arises the task to develop such algorithm of control, which could ensure the opportunity to control the object or image under any condition or failure to keep in order it at optimum "distance" from borders of danger at the minimum time to start object. The realization of the program of control onboard of multitarget aerospace system (MASS) should ensure the successful solution of one of the following problems:

The fulfillment of abnormal launching into orbit, when with sufficient level of probability rescue of the whole vehicle together with the crew and payload is provided at the same time preserving of opportunities of repeated use of MASS and payload;

The emergency rescue of MASS or crew, when safety of the crew is guaranteed, but at rescue MASS infringements of conditions or regular operation are possible, owing to which for repeated use MASS significant repair jobs are not necessary. In their turn each of these problems can be presented as a problem of functional diagnostics of random phenomena in the form of abnormal situations and control the object on parity or abnormal situations with the purpose of of it development.

As experience of flights of planes of Space Shuttle type “Buran” has shown, the occurrence of various abnormal situations is connected in the failures of information, computing and power subsystems of onboard information-control complex (OICC). There was necessity to take a decision on restoration of lost functions. Let’s assume that if the restoration of func-
tion occurs at the final moment of a time without participation of a person – operator it is considered. That OICC has functional stability.

The functional stability is provided by redistribution of resources inside information, computing, power subsystems; changes of the program of functioning of the OICC. The main reason for minor functional stability to abnormal situations is insufficient readiness of OIMC computing system to identification and actions in unforeseen conditions. In general the position of problem on neutralization of abnormal situation looks as follows.

Let there be the vector \( Z = [Z_1, Z_2, ..., Z_n] \) of the characteristics of abnormal situation, as a set of ambiguities \( W = \{W_1, W_2, ..., W_m\} \), reflecting the existence of qualitative unformulated factors, conditions connections of subsystems OICC and of it elements.

Let's introduce an integrated parameter of efficiency of \( J(Z,W) \) functioning. To the vector of perturbation \( \Phi = [Z^TW^T]^T \) it is possible to pose in conformity with a set of control influences \( U = \{U_1, U_2, ..., U_p\} \), here \( T \) - is symbol of transpose.

Then there is algorithm A, such, that \( A: \Phi \rightarrow 0 \).

In its turn, any elementary control effects \( V_j \) will transform the output characteristic of process of functioning OICC \( J \). Algorithms of such transformations will be \( B:U \rightarrow J \). Since the vector of perturbation \( \Phi \) is considered as random, so value of \( J \) is random.

The problem of neutralization consequences of abnormal situation consists in search of control effect \( U \), stabilizing process of functioning of OICC, i.e. the one giving a minimum dispersion of value \( J \) for a interval of a time \( \tau \), not exceeding given significance at appropriate density of distribution \( f(J, t) \).

\[
D(J) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} J^2 f(J, t) dJ dt \rightarrow \min
\]

All possible abnormal situations can conventionally be divided into three groups:

The situations, when disturbances during functioning of OICC come from the outside (for example, in case of unpredicted external disturbances directive instruction about urgent change of function program of OICC);

Infringements, caused by internal factors OICC, such as failure and failures of subsystems;

Latent infringements of work of OICC, expressed in a systematic deviation of values of parameters of reliability and efficiency of functioning, which can be detected only by analysis of OICC work for a long period of a time.

Algorithm of failures identification of is as followings. On the basis of mathematical modeling images – standards of situations, correspond to specific failure in ASS flight are formed in memory of an onboard computing system. At recognition the first of abnormal signal in OICC computing

System the image – standard of failure, the most probable just for a given signal is restored in memory. Active recognition of basic attributes of failure in their space-temporary development is further performed. If the assembled information corresponds to the considered image - standard, abnormal situation is identified in OICC. If by any attribute the image - the standard does not develop, the computing system OICC continues search - comparison, until identifies the special situation.

The specific character of such OICC structure is that the identification of abnormal situation is executed in a real or accelerated time on the background of ASS flight. If the situation is not obvious, the problem of recognition consists not only in locating situation of accepted classification, but also in its identification. The output of solution in this case takes place in two stages: the possible reasons of abnormal situation are first established, and then rational plan for liquidation of these reasons is formed.
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For OICC synthesis steady to failures, as well as for the analysis of their functioning at abnormal situations it is necessary to establish mathematical model, adequately describing these failures.

For the OICC description, where it is necessary to consider possibility of failures, let's introduce a random unknown vector of parameters \( \Gamma(t) \), that determines, for moment, the structure and parameters of OICC. Abnormal situations result in sudden changes of elements of this vector. The equation of a condition and supervision over OICC appear, in this case, dependent on of vector \( F(t) \) (changing at a random moment) and in general case can be presented as follows:

\[
\dot{X} = F[X(t), \Gamma(t), U(t), W(t)]
\]

\[
Y = H[X(t), \Gamma(t), V(t)], \quad \Gamma(t) \in \Omega
\]

where \( F \) and \( H \) - unknown functions; \( \Omega \) - space of possible significances \( F(t) \); \( X(t) \) - vector of condition; \( Y(t) \) – vector measurements; \( U(t) \) - vector of control; \( W(t) \) - vector of protuberance; \( V(t) \) - vector of errors of measurements.

However, without going into detail of the statistics of random vector of parameters \( \Gamma(t) \), it is difficult to receive theoretical results. Therefore, first of all it is necessary to introduce the space of possible significances of a vector \( \Gamma(t) \). If this space is continuous, the vector \( \Gamma(t) \) can accept infinite set of values in the given area, if is discrete - the number of values is finite. In the latter case all values of vector \( F(t) \) can be numbered voluntarily - \( \Gamma(t) i=1, N \), and index \( N \) can be considered as number of the structure. In which OIMC is at the moment.

Let's divide the problem of identification of OIMC abnormal situations in two stages.
1. Identification of failure. When solving this problem place of a source of failure (in information-measuring, computing or power part of OIMC) is determined.
2. Identification of a degree of damage of components of OIMC and determination of a possibility for their further use, with possibly worsened characteristics. As research shows, these estimations can be used for the introduction of the compensating amendments in OIMC.

The simplest solution of the problem of failures direction is the use of failure-safe filters. If for such filter we use Calman filter, corresponding to the model of a normally functioning system, then gradually the filter will lose its sensitivity to newly input data, owing to the decrease of the matrix transmission factor. Therefore, when in dynamics of a system sharp changes occur, the Calman filter will react to them enough slowly, and in order to detect these changes it is necessary to save sensitivity to new data.

It can be achieved by one of the following ways:
- use of filters with final memory;
- input of restriction from below on values of filter amplification factor.

Simple restriction of a factor of filter amplification from below results in an increase of sensitivity of a filter to current data. As a result, it becomes possible to detect sharp changes in dynamics of OIMC. It should, however, notice, that the detection of these changes is made indirectly by means of supervision over the character of behavior of evaluation of a vector of a condition \( X \) on the output of the filter. In this case the characteristics of noise stability in conditions of normal functioning of OIMC are certainly worsened.

More effective appears the use of the so called exponent Calman filters. In these filters an increase of correlation matrix of filtration errors \( P(t) \) in S time is made compulsory, where \( S>1 \) is under duress executed.

The physical sense of such approach is reduced to that the influence of the previous measurements to current evaluation is exponentionally damping, and filter becomes more sensitive to new data.

3.6.31
However, in common case there is no regular procedure for choosing size S, which entails the necessity to execute large volume of preliminary mathematical modeling.

Use of the above filters for detecting faults is connected with necessity to satisfy inconsistent requirements. On the one hand, it is necessary for ensure filter sensitivity, on the other - high noise stability in normal system functioning mode. It can partly be achieved, if two filters systems are simultaneously used - one main, with parameters of a normally functioning system, the other auxiliary - a filter, sensitive to failures and used only for detection of failures.

Other approach to synthesis of filters, sensitive to specific kinds of failures is based on the use of two confidence areas – one built along nominal trajectory dynamic system in which there are no failures, the other built along values Calman filter received in measurements processing. When these two confident area deviate, fact of occurrence of failure is fixed.

On the basis of the above principles functionally stably onboard information-control complexes of a multitarget aerospace system can be developed.

3. Problems of automated designing of control system.

The analysis of approaches to designing of a aerospace engineering permits to note a number of essential defects. First, there is back of a uniform methodological concept and adequate mathematical apparatus of designing. Secondly, software of designing are not enough advanced. Thirdly, the necessity for realization of large volume of seminatural and natural experiments essentially prolongs the process of designing and makes it more expensive.

Thus at present the designing of a aerospace engineering requires customer and designers large investments and huge intellectual costs. The most important is the stage of early designing of vehicle, when faulty accepted decision can essentially lower efficiency of their use.

The author developed mathematical methods, models and programs for automated research of process of management of aerospace systems at various stages of flight.

The developed techniques permit to execute:
- Analysis of the characteristics of immunity and controllability of vehicles;
- Synthesis of optimum algorithms of management and navigation;
- Development of kinds of Information provision of crew;
- Development of algorithms of hand-operated management at various levels of information provision of crew;
- Research into problems of interaction between automatic, direct and hand-operated control modes, as well as conditions of transition from one mode to another.

Underlying the developed software of the simulating complex are:
- methods or optimization of trajectories movement;
- modeling of real onboard algorithms of control with the use of models of platformless inertial navigating system and models of gauges of the primary information;
- modeling of dynamics of flight with the account of atmosphere turbulence, gravitation field and liquid oscillation;
- algorithms of adaptive hand-operated management with use of a procedure of flexible distribution of functions between a crew and automatics of a control system;
- algorithms of quality image formation of the pilot-navigating information to the crew on the basis of formation of three dimensional space images.

Conclusion. The perspective projects of aerospace systems are characterized by the greater integration of aero and space-rocket engineering. Use of aerodynamic bearing properties for launching in to space will become a prevailing principle in ASS of 21st century. In these systems the newest constructional materials and onboard equipment installations will be applied.

However, from the entire variety of the perspective projects the greater are chances for realization with those ones, which take into account the requirements of reliability, reusability,
economic efficiency and ecological safety, low cost of development and possessing technological and element base, that will give opportunity to ensure minimum terms prior to the beginning of operation and fast recoupment.
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JUSTIFICATION OF REQUIREMENTS FOR A LONG-TERM GROUND AUTOMATED COMPLEX OF SPACECRAFT CONTROL IN GEOSTATIONARY ORBIT

In this article we present requirements for a long-term ground automated complex of spacecraft control in geostationary orbit, as a part of the methodology of enhancement of the functioning effectiveness of spacecraft control long-term systems.

Existing approaches to construction of a long-term ground automated complex of spacecraft control in geostationary orbit are normally based on the use of landing procedures under which parameters and management are optimized, provided the display is essentially characterized by one task (goal). Herewith the ideology of parametric synthesis with using of all traditional search methods of optimization is used. For example, under the existing approaches and the availability of favorable financing terms, the duration of the process of creating modern samples of space systems from concept to the first flight is at least 3-4 years, and under the development of fundamentally new concepts – is up to 7-10 years. In these circumstances, the price of possible research errors is naturally growing, which are practically impossible to fend off at the stage of systems application [1-2].

Current trends and features of the development of ground automated complexes of spacecraft control in geostationary orbit, as complex technical systems, are arising the requirements for quality and terms of their creation in terms of economy and resources. These requirements determine the urgency of developing the methodology of enhancement of the functioning effectiveness of spacecraft control long-term systems in geostationary orbit, under which to reach the required level of performance the best resources are used. Under the methodology, the authors mean set of principles, approaches, theoretical methods and techniques of research process improvement, implemented as a tested sequence of actions or operations (methods and techniques) to ensure the performance of conceptual synthesis [3] (see Fig. 1).

Fig. 2. Logic circuit interconnection properties of scientific validity
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Formation and justification of the technical look of long-term ground automated complex of spacecraft control in geostationary orbit is the task of multicriteria parametric synthesis [2-4].

At the first stage of creating the adaptive ground automated complex of spacecraft control in geostationary orbit the designed object is described by a limited set of common parameters.

The system will be definitely determined by the set of parameters \( y = \{y_j \}_{j=1}^a \), which are optimized.

The analysis of projected conditions of creation and use of the system show the system of parametric restrictions on the numerical value of each characteristic in their entirety as:

\[
\alpha_{j_{\text{min}}} \leq y_j \leq \alpha_{j_{\text{max}}} \quad j = 1, a,
\]

where \( \alpha_{j_{\text{min}}}, \alpha_{j_{\text{max}}} \) – respectively permissible lower and upper limits of numerical values change, and \( y_j \) - characteristics. The quality system is evaluated by the set of partial conflicting criteria, which represent the functions of parameters and form a \( m \)-dimensional vector:

\[
\varphi = \{\varphi_i (y)\}_{i=1}^m.
\]

It is necessary to define such values of parameters \( y^* = \{y^*_j \}_{j=1}^a \) under which the vector of criteria is optimized (1) at known constraints (2).

Considering the process of spacecraft control in geostationary orbit as a sequence of two stages - making a decision and its implementation - in accordance with the following it is necessary to define following modification levels of administrative decision: theoretically found and practically implemented. In relation to the first the concept of "quality" should be applied and to the other – "efficiency". Thus, the quality of administrative decision - is the degree to which the parameters of the selected decision alternative meet a particular system of characteristics that satisfies an operator and allows the efficient implementation of the decision. Therefore, the general requirements should include: scientific validity; unity; timeliness; reality; adaptability.

**The scientific validity** of spacecraft control in geostationary orbit is primarily determined by the degree of consideration of space technology functioning and development, trends in the economy development and society as a whole. Therefore, the scientific validity of management depends on the competence of an expert who makes a decision at every level of management. An expert may be competent and make high-quality decisions and effectively implement it if only he has special knowledge. The decision will be competent if it adequately reflects the purpose and objectives of management based on knowledge of the real situation, with clear organization of the work of authorities, and also organization of the rapid restoration of broken administration.

The most common properties of scientific validity are: stability, manageability, observation, identification, complexity, decomposition.

**Stability.** The stability of the system refers to the ability to maintain its behavior at the output within certain limits at any time under small perturbations in the initial state and structure.

**Manageability.** The ability of system to pass from any initial state to the final state for limited time with acceptable impacts. Using the notion of manageability under the system analysis the question of scope will be pointed out, and under the synthesis - the question of the fundamental structure and possible management restrictions.

**Observation.** System observation refers to the possibility of unambiguous determination of the condition and structure characteristics for a known signal at the output.

**Identification.** Identification refers to the opportunity to define the system structure for known signals at its input and output. If the system is identified, it is called closed, otherwise it is known as an open system [2,4].

**Complexity.** The concept of complexity is associated with many different conditions of the system and the indivisibility of its structure. If the system consists of \( n \) elements, we can consider the \( n \times (n-1) \) connections between them.

**Decomposition.** The ability of the system to split into independent parts (subsystems). Decomposition property of some systems (assessment tasks) is closely related to the property of observation.

Besides, it should be noted that for ground automated complex of spacecraft control in geos-
stationary orbit, as a technical system, apart from these properties there are such important performance properties as reliability and efficiency.

Analysis of processes that operate in the ground automated complex of spacecraft control in geostationary orbit shows two interconnected flows of signals: control signals flow and information flow. Control Flow is used to provide the desired purpose of system functioning. The information flow is used to develop the necessary control signals. Control Flow is related to optimization problem of system structure and condition of the system. Information flow is related to the problem of evaluation of the system condition and structure characteristics (with known structure). The interrelation of above entered concepts should be provided in a logical diagram (Fig. 2).

**Unity.** Unity of spacecraft control in geostationary orbit can not be achieved except through a sequence of complementary, consistent partial solutions which have organizationally purposeful, motivating, controlling and regulating nature.

**Timeliness.** The quality of the decision made on spacecraft in geostationary orbit in terms of real time is determined by its timeliness.

**Reality.** Decisions should be made and accepted considering the objective possibilities of space and ground segment.

Thus, spacecraft control in geostationary orbit can be considered high-qualified if it meets all the requirements listed above. Herewith we are talking about the conditions of the system since the failure of at least one of them leads to defects in quality and therefore the loss of efficiency, or even impossibility of its implementation.

**Adaptability.** Factor of changing impacts on the process of spacecraft control in geostationary orbit, dictates the necessity to perform another condition - adaptability.

As it is known, the process of synthesis of system control always provides for, firstly, precisely articulated management goals, and secondly, the availability of a priori information about the management object and the nature of perturbation acting on it. The volume of a priori information may be different. However, in this case the principal one is the question of sufficiency or insufficiency of a priori information about the object for achievement of the articulated management goals.

Management systems, built by using a priori information, sufficient to achieve the goal of management, are related to non-adaptive, regardless of the implemented management principle, the presence of feedback, randomness or determination of perturbations, used computational tools, etc. If the volume of priori information about object properties can not achieve the articulated control goals, then the focus should be on adaptive control system. Thus, the adaptive control systems should include only such systems, which are designed for operation under a priori uncertainty and which in the operation process automatically adapt to random changes in the properties of the object and the environment.

According to the level of formalization of a priori uncertainty known approaches to building adaptive systems are divided into: parametric adaptation under which a priori uncertainty is the lack of knowledge of the parameters of the managing object, non-parametric adaptation, under which a priori uncertainty is not directly related to any parameters.

In both cases, uncertainty is reduced on the basis of successive observations of input and output signals in the management process. The objectives of spacecraft in geostationary orbit in terms of setting are closer related to the objectives of parametric adaptation.

According to the organization of process adaptation the used methods are divided into: searching, which are characterized by an iterative process of movement to achieve the required quality control; non-searching, based on the use of some necessary (sufficient) conditions of the required quality control.

According to the purposes of organization adaptations can be distinguished as: systems with special properties, operation of which makes the management process take some required properties, which may include stability, sensitivity to any perturbation or a priori information errors, etc.; optimal systems which ensure minimization of some functionals, reflecting the quality of controlled movement.

The use of non-searching systems with parametric adaptation seems to be more perspective for the flight control of spacecraft in geostationary orbit. These systems allow the maximum use of
a priori information about the structure and parameters of the spacecraft.

The most developed type of adaptive control systems are obviously adaptive optimal control systems that combine high adaptation to the operation conditions with the movement control optimization and energy consumption for management with the chosen criterion of quality.

Implementation of adaptive optimal control of spacecraft flight will provide an opportunity to successfully solve the problem of creating a new generation of ground automated control system spacecraft due to: a significant expansion of the range of conditions in the use of different types of spacecraft; provision of comprehensive optimization of system functions performance; increase of safety of the spacecraft flight, including boundary modes (near border areas of operational modes); decrease in time and resource spending for development and operation of certain elements of the system due to the high level of unification.

Among the current approaches to building adaptive spacecraft control systems in geostationary orbit, there are various theoretical premises and techniques. The analysis of publications [1,2,4,5] allows to draw conclusions about the current state and the construction of adaptive spacecraft flight control systems.

**Conclusions.** Firstly, the concept of building adaptive spacecraft flight control systems in geostationary orbit based on combination of identification process parameters, evaluation of the state and optimization of a control signal are dominant. Secondly, the most common at this time is the identification of the selected model parameters of spacecraft movement with the help of algorithms that implement the method of least squares. Thirdly, the creation of spacecraft control laws one can observe using analytical relations of the real process and its reference models, analytical use of regulators that allows to determine linear feedback for the line facilities, optimal in the sense of quadratic criteria.

Noteworthy is the idea of combination of different principles of automatic configuration management systems. Thus, the unification of a setting by the parameters of the environment parameter adaptation [4-7] allows to take advantage of these approaches without the defects inherent to each of them separately. Software configuration by environment settings will provide a high speed device control system until the changes in the state and compensate emerging issues of sustainability.

Thus, nowadays the use of adaptive spacecraft control systems in geostationary orbit seems to be quite perspective. Research in this area, being developed in different countries, include sufficiently large number of approaches to the construction of such adaptive systems. However, in general, the problem of adaptive spacecraft control in geostationary orbit is far from comprehensive solution and that determines the relevance of research in this area.
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Fig. 1. Methodological grounds of solution of the problem of raise of spacecraft control effectiveness in geostationary orbit
COMPLEX AIRCRAFT CONTROL SYSTEM WITH DISTRIBUTED AERODYNAMICS

The article is dedicated to design method of computational model of composite traffic control of aircraft with command flight path. A method of reducing wind gust loads acting on the wing of an aircraft involves adjusting the aerodynamic configuration of the wing so as to alter the distribution of lift generated by wing. The required adjustment of the lift distribution is preferably achieved by deflecting some part of wing mechanization during climb and descent.

Our investigation aims at improving the quality of preselected altitude hold and compensate wind gust loads.

The task is development of automatic control system of flight altitude, which controls directly lift generation of wing.

Our aim is achieved by using invariance theory and active automatic control system. Simulation is performed at MATLAB with SimuLink. Aerodynamic Clark Y wing design is applied [1]. The method of mean-square deviation of output signal from specified value is used for the quality evaluation of results.

Now more and more attention it is given to keeping quality of flight altitude in the perturbed atmosphere. For compensation of wind gust loads on itinerant aircraft in flight level active and passive methods of decrease in loadings from vertical wind gust are used. It is possible to refer change of aerodynamic and geometrical characteristics of a wing to a passive method. It is possible to carry the automatic systems operating directly carrying power of a wing, for example the flap to active methods, a quencher of carrying power and other types of wing mechanization, the autopilot with the signal of an overload influencing an elevator [2].

The theory of invariance found wide application in practice at creation of high-quality systems of automatic control. Its application allows to define structure of dynamic system and size of its parameters such that the mistake caused by action on system of indignations, was disappearing small or equal to zero [3].

Applying the theory of invariance and having added in a contour of flight altitude control (picture 1) an additional contour of direct control of lift, using control of rotary surfaces of a wing in a mode of control surfaces, allows to parry action of wind indignations on a trajectory of flight (picture 2). Such system of creation of aerodynamic forces with application it for a multicomponent altitude control of the aircraft will allow to increase quality of working off of maneuver of evasion in a conflict situation from an traffic collision avoidance system (TCAS II) and to reduce time for aircraft divergence, without creating thus new conflict situations.

![Picture 1. The contour of flight altitude control](image-url)
Turn of additional managing directors of surfaces, such as the flap, demands considerable efforts and energy expenses therefore instead of fast creation of carrying power by a deviation of the flap compensations of action of flaws by means of slow working off of the set signal of change of height of flight by means of an elevator deviation prefer. Besides, energetically capacious deviation of the flap not only increases a gradient of carrying power, but also increases a gradient of front resistance and causes the diving moment of aircraft. For preservation of speed of flight because of increase in value of front resistance it is necessary to change speed of flight, having changed draft of the engine that isn't desirable in a conflict situation.

Fast reaction of system to a flaw is the effective solution of a task. Use of individual elements of mechanization of a wing or their combination depending on height of flight, number of the Move, an available profile of a wing, it is possible to calculate energetically favorable combination of change of a wing configuration for parrying of atmospheric indignations with the most favorable combination of change of gradients of carrying power, front resistance and the pitch moment [4].

The multicomponent altitude control of aircraft at performance of maneuver of evasion in a conflict situation will allow to synchronize work of an elevator and wing mechanization for timely working off of the set signal of evasion from TCAS II and parrying of wind gusts (picture 3).

Having entered weight factors into system of a multicomponent altitude control, we will receive an expert assessment as will correctly dispose of change of mechanization of a wing in a conflict situation and to unload with its help the main control path in height of flight. Distribution of
aerodynamic forces and the moments leads to loading reduction from action of flaws. The distributed multicomponent architecture of such control system allows to exercise adaptive administration of dynamic system [5].

To use high-speed (active) mechanization of a wing, for change of a gradient of carrying power, move apart cracks, control with which not only are energetically favorable, but also change a gradient of carrying power without essential change of a gradient of front resistance and the pitch moment. Energy losses on change of a wing configuration are opposed to quality of performance of maneuver of evasion in the indignant atmosphere.

On safety of flight of aircraft in an flight level, carrying out evasion maneuver in a conflict situation, quality of dynamics of working off influences as actions of a vertical wind gusts and the set signal on change of flight altitude by a contour of automatic control in flight altitude which can be raised having applied system of creation of aerodynamic forces and its use to a multicomponent altitude control.

A computational model of aircraft movement in altitude control loop of flight is designed with the use of composite control technology. Composite technology of flight altitude control allows improving the quality of preselected altitude hold and compensating turbulence. Deviation area between input signal and output signal developed by elevation rudder in altitude control loop of flight is 8,9 times more than the same developed by wing mechanization (picture 4).

![Graph](image)

**Picture 4.** The mean-square deviation from a preset value in flight control path in height by means: 1–elevator; 2–mechanization covered.

**Conclusion**

An advantage of developed composite control technology is the use of aerodynamic scheme of changing wing profile as additional control surface. Improving the quality of preselected altitude hold allows to decrease the time for compensating turbulence and increase flight safety level.
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MATHEMATICAL MODELS AND METHODS TO RADAR

We review mathematical models and methods to radar and investigate some new problem which connects with anisotropy of media, where the radar is operating. Most considerations relate to the theory of radar from group theoretic perspective.

Introduction

The invention of radar, and its steady improvement over the years are based on insights and experiments by H. Hertz, A. Popov, C. Hulsmeyer and many other researchers and engineers as well as on mathematical models and methods of electrodynamics and other branches of science [1–4]. One of the mathematical bases of the radar is the set of Maxwell equations and some other equations, together with the solutions of these equations in various spaces and media. For theoretical and applied research, the symmetry is important, more exactly the symmetry of space, medium, and the symmetry of the corresponding differential equations. In mathematics, symmetries are represented by groups.

Recently the anisotropy of the cosmic microwave background was discovered [5,6], in particular, using radars and radio telescopes. The anisotropy is also manifested in some other media where radar operates. Apparently, the best-known example of an anisotropic medium is a crystal; the crystal lattice shows different properties in different directions. Mathematical models of crystal lattices are geometric lattices and lattice automorphisms. They usually are represented by groups.

There is a special class of groups, named anisotropic groups. An important class of anisotropic spaces is class of spaces with a metric function, or Finsler metric, called Finsler spaces. In this consideration we restrict ourselves to spaces with anisotropy similar to the anisotropy of the crystal lattice.

In this paper, we provide an overview of mathematical models and methods for radar, and in this regard, we study some problems of anisotropic groups. In accordance with this, majority of our considerations apply to the theory of the radar in terms of group theory.

The content of the paper is following. First, we recall and reformulate some mathematical foundations of radar. This includes the equations that describe the radiation energy density, as well as the energy density backscattered by the target that is returned to the radar; check of statistical hypotheses to determine target presence (hypothesis $H_1$) or target absence (hypothesis $H_0$); radar waveform parameters and their selection, ambiguity function.

In this extended summary we present the ambiguity function in the context of the group theory and the theory of anisotropic groups. The material is presented concisely.

Ambiguity function and group theory

Radar ambiguity function [10] describes the properties of the sounding waveform. Normally it is a two-dimensional function of time delay and Doppler frequency. The ambiguity function is determined by the properties of the radar, and does not depend on any particular target scenario. There are different definitions of ambiguity function. Initially it was restricted to narrowband signals. Later it was expanded to describe the propagation delay and Doppler relationship of wideband signals [11]. A new approach to the definition of the ambiguity function using the notion of the copula and nonparametric extension of the wideband ambiguity function for random radar signals was suggested in [12, 13]. Generalization for the case of MIMO radar is done in [14]. Here we consider the ambiguity function in conjunction with the group theory [4].
Let \( w(t) \) be the radar waveform. The ambiguity function \( A_w(t, f) \) is the two dimensional function which measures the ability of that particular waveform \( w(t) \) to allow the radar system to estimate accurately the location and velocity of the target. In the framework of “range-Doppler” \((t, \nu)\) plane the scene of the radar can be regarded as a linear combination

\[
\text{scene}(t) = \sum_k c_k \delta(t - r_k, \nu - \nu_k)
\]

where \( r_k \) are distances of scatterers which moving with velocities \( \nu_k \) relative to radar[4]. In the case when the transmitter and receiver are collocated the signal returned to the receiver has the form

\[
\text{ret}(t) = \sum_k c_k w(t - 2r_k) e^{\frac{2\pi i \nu_k f_c t}{c}}
\]

where \( f_c \) is the carrier frequency. The expression

\[
\int w(t - 2r) e^{\frac{2\pi i \nu f_c t}{c}} v(t - t) dt
\]

describes the behavior of radar. After some transformations the radar ambiguity function has the form

\[
A_{w, \nu}(t, f) = \int w(r) e^{\frac{2\pi i \nu f_c t}{c}} v(t - t) dt.
\]

The connection of the radar ambiguity function with the multiplier representation of \( \mathbb{R}^2 \) is given in [4]. \( \mathbb{R}^2 \) is an example of linear algebraic group. Below we recall the framework of linear algebraic groups and partially the framework of anisotropic groups.

**Linear algebraic groups**

Roughly speaking an algebraic group is the structure of variety plus the group structure on the variety [7]. Present shortly here a framework of linear algebraic groups and anisotropic groups. We follow to [7,8].

Let \( k \) be a field, \( \overline{k} \) beits algebraic closure, \( M(n, k) \) - the ring of all \( n \times n \) matrices over \( k \).

\[
X(k) = M(n, k) = k^{n^2}
\]

In Zarisski topology the closed sets in \( X(k) \) are algebraic sets, i.e. sets of zeros in \( k^{n^2} \) the polynomials \( p(x_{11}, x_{12}, \ldots, x_{nn}) = 0 \).

\( GL(n, k) \) - the group of all invertible \( n \times n \) matrices over \( k \).

\( GL(n, k) \) is the affine variety in \( k^{n^2+1} \) under identification

\[
g = (g_{ij}) \mapsto (g_{11}, g_{12}, \ldots, g_{nn}, (\det g)^{-1}).
\]

A subgroup \( G \) in \( GL(n, k) \) is called the algebraic group of matrices, if \( G \) is the closed set in \( GL(n, k) \), i.e. there exists the set of polynomials \( p_\alpha = p_\alpha(x_{11}, x_{12}, \ldots, x_{nn}) \in k[x_{11}, x_{12}, \ldots, x_{nn}] (\alpha \in J) \), such that

\[
G = \{ g = (g_{ij}) \in GL(n, k) | p_\alpha(g_{ij}) = 0, (\alpha \in J) \}.
\]

The ring \( k[G] = k[g_{11}, g_{12}, \ldots, g_{nn}, (\det g)^{-1}] = k[x_{11}, x_{12}, \ldots, x_{nn}, z]/I \), where \( I \) is the ideal of polynomials from variables \( x_{11}, x_{12}, \ldots, x_{nn}, z \), which vanished on \( G \). Here \( G \) is considered as the subset of the set \( k^{n^2+1} \) under the inclusion of \( GL(n, k) \) in \( k^{n^2+1} \).

An element \( x \) of the algebraic group \( G \) is called nilpotent if there exists natural \( r \geq 1 \) such that \( x^r = 0 \). This condition is equivalent to the condition that all eigenvalues of \( x \) are zero.

An element \( x \) of the algebraic group \( G \) is called unipotent if \( x - 1 \) is nilpotent. This condition is equivalent to the condition that all eigenvalues of \( x \) are 1.

3.7.2
An element $x$ of the algebraic group $G$ is called **semisimple** if $x$ can be reduced to the diagonal form.

**Representations**

*Rational representation* of $G$ is the morphism $\rho: G \to GL(m, k)$. Let consider $G$ as the group of matrices, so $k[G] = k[g_{11}, g_{12}, \cdots, g_{nn}, (\det g)^{-1}]$.

Then each element of the matrix $\rho(g)$ is the polynomial from $g_{11}, g_{12}, \cdots, g_{nn}, (\det g)^{-1}$.

**Characters**

The one dimensional character of $G$ is the rational representation of degree 1: $\chi: G \to GL_1$. Below we will consider the one dimensional characters only and will call their characters.

For $G$ we denote by $\hat{G}$ the group of characters of $G$.

**Algebraic tori**

Algebraic group $G$ is the algebraic torus, if it is isomorphic to the product of $d$ copies of $GL_1$ (where $d = \dim G$).

Let $T$ be the torus of dimension $d$. Then each element of $T$ can be represented as the set $(x_1, \cdots, x_d)$, $x_i \in k$.

The character $\chi$ of the torus $T$ can be represented as

$$\chi(x) = x_1^{n_1} x_2^{n_2} \cdots x_d^{n_d},$$

where $n_i \in \mathbb{Z}$, so $\hat{T} \simeq \mathbb{Z}^d$.

**Theorem**[7]. Let $T$ be the torus over $k$. Then the next conditions are equivalent:

a) All characters of $T$ are defined over $k$: $\hat{T} = \hat{T}_k$.

b) $T$ is reducible to the diagonal form over $k$.

c) For every representation $\rho: T \to GL(m, k)$ over $k$ the group $\rho(T)$ is diagonalizable over $k$.

The torus that satisfies the equivalent conditions a) – c) is called the **splitted** $k$-torus and that it is splitted over $k$.

**Definition**. A torus is called anisotropic over $k$, if $\hat{T}_k = \{1\}$.

Let $k$ be the field of real numbers or the field of $p$-adic numbers.

Then the 1-dimensional torus $T_k$ will anisotropic if and only if it is isomorphic to $SO(2, k)$ (the circle).

The torus $T_k$ is compact if and only if it is anisotropic, i.e. is the product of circles.

**Anisotropic reductive groups**

Connected reductive group $G$ over $k$ is called anisotropic, if it has no $k$-splitled tori $S \neq \{e\}$. 3.7.3
Example. Let $F$ be the nondegenerate quadratic form in the $k$-vector space $V$ with coefficients in $k$. Let $G = O(F)$ be the orthogonal group relatively $F$. Then $G$ is anisotropic over $k$ if and only if $F$ does not represent 0 over $k$.

**Lattice representations and theta functions**

Lattice representation of the lattice subgroup $\mathbb{Z}^2$ of $\mathbb{R}^2$ and other lattice representations involve theta functions. Some algebraic and number-theoretic results in the field are presented in chapters 3 and 6 in the book[9]. We will specify the results to the radar theory framework.

**Conclusions**

We have given a short review and the results of our investigations in the field of mathematical models and methods in radar. Most considerations relate to the theory of radar from group theoretic perspective. Simulation of the Presented algebraic approach has shown the improvement over the conventional procedures.

In the talk, more details of the general framework of group-theoretic models and methods in radar and signal processing, present lattice models and methods of anisotropic media will be presented. Algorithms for group theory to radar and estimation of the complexity of these algorithms will be presented.

These results relate to the computer algebra of radar as well as to the efficiency of radar models and methods.
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TECHNIQUE OF SPACE DISCRETISATION FOR CW-RADARS

This report is devoted to a discussion of the approaches to measuring distance by means of CW radars. Corresponding techniques of space discretisation would be especially in demand for probing within an atmospheric boundary layer which is unsearchable by means of high power pulsed radars.

Introduction

In any science there are fundamental problems, the solution of which requires a substantial period of time. It would not be a great mistake to say that for atmospheric measurements in general and for radar measurements in particular the main problem of this kind is reliability and accuracy of such measurements. It is obvious that more reliable and accurate measurements in the atmosphere could provide us with unique facilities for further insights into its nature. Our civilization has finally recognized that far from being robust, atmospheric system is better described as a touchy balance among a number of natural forces that we barely understand. So we need to make our measurements with higher accuracy to make new models of the atmospheric processes more adequate.

Despite the fact that a present-day situation calls persistently for measurements, weather radars are still a tool for observations, but not for measurements. One can conclude, even after a very brief analysis, that most techniques which have been developed to date for measurements by means of weather radars are only hopes on measurements per se. The problem is that almost all of such techniques use a priori information about the microstructure of the object of interest. Indeed, the microstructure of any meteorological targets changes significantly with time and space. Therefore, true measurement techniques must take into account not only a great variety of models of a radar echo but also a well-developed set of clear-cut criteria of applicability as well as means of accuracy assurance [1].

Despite the fact that there are some resources for some improvements of radar return interpretations based on conventional models of distributed point targets for pulsed radars [2, 3], it is the very question about acceptability of pulsed radar for fine measurements in the atmosphere that is still open. As aptly remarked in [4] entire history of radar development in general, but especially its first stage, is a history of the competition between pulsed and continuous-wave radars.

In Russia one of the first works devoted to radars were made in 1932-1933 by academicans L. I. Mandelshtam, N. D. Papaleksi and their collaborators. They were concentrated on the development of an interferometric range finder and provided foundation for distance measurement techniques using CW. Yet later the situation had changed dramatically. In a very short period of time after the work by Y. B. Kobzarev in 1937 pulsed radars received such rapid development, that they replaced CW radars almost everywhere. Nevertheless specific weaknesses of pulsed mode began to play a role after the World War II as the range of radar application grew significantly.

Specific Limitations of Pulsed Weather Radars

Modern studies of specific limitations of pulsed weather radars showed that – apart from well-known near field problems, difficulties with generation of high power pulses and contradiction between the distance, spatial discretisation and feasible pulse power – additional constraints on the accuracy of radar measurements arise from imperfections in the envelope of the probing pulse of the weather radar caused by the technical limitations of the thyratron modulator and magnetron oscillator in a radar transmitter [4]. As follows from [5], for instance, the typical deviations of the actual probing pulse envelope from perfectly rectangular are approximately 2–3% in rise time and 18–20% in fall time as measured from the pulse width corresponding to the half magnitude level. The top of the pulse is rounded mainly at the leading edge, in the range of 12–13% of the maximum
magnitude, and distorted by small-scale (in comparison with the pulse width) random fluctuations within a range of 7–10% from the maximum magnitude.

Pulse parameters, including the maximum radiated power and the duration, are generally not stable and vary in a range of 5–10% from their base values. In addition, hydrometeors extending along the radar volume are illuminated irregularly because of the random variation of the envelope along its length and from pulse to pulse.

**Space Discretisation Techniques of CW-Radars**

In the light of limitations of pulsed weather radars it is rather interesting to estimate measuring capabilities of CW radars. This interest is deepened when we consider great success of passive facilities in the way of atmospheric measurements. Unfortunately, in the realm of CW-radars the ideas of L. I. Mandelshtam, N. D. Papaleksi are still almost the only foundation for distance measuring while they are practically not applicable to distributed scatterers. Hence, before one can start estimating measuring capabilities of CW radars in meteorology and geophysics it is necessary to find something new for space discretisation which, at the same time, would be applicable for the specific of the atmospheric measurements.

The rapid development of pulse radars in the 1960-th result in the fact that most part of radar theory was expressed in corresponding terms. In particular, the main radar equation for distributed point targets which was developed in the days of giddy success of pulsed radar was expressed in the form applicable for pulse radars only:

\[ P_r = \Pi_m \cdot \frac{Z}{L^2} \]

where: \( Z \) is a reflectivity factor of meteorological target; \( L \) is a distance to the radar volume; \( \Pi_m \) is an energy potential for distributed points target and pulsed mode \( \Pi_m = \Pi_i \cdot K_M \), where \( \Pi_i = \frac{P_i \cdot G \cdot A}{16\pi^2} \) is a conventional energy potential (applicable for a point target). It implies that a point target is being illuminated by radar with antenna’s input power \( P_i \), transmitting antenna’s gain \( G \) and the area of the receiving antenna \( A \). Factor \( K_M \) is, in turn, a product of multiplication of two other factors \( K_D \) and \( K_V \):

\[ K_D = \frac{\pi^5}{\lambda^4} \cdot |K| \] - accounts for diffractions on scatterers,
\[ K_V = \frac{\pi c \tau \theta^2}{8} \] - accounts for a pulse volume (\( \theta \) is a width of the main lobe, \( \tau \) is a pulse length). One can arrive at the following expression (where \( |K| \approx 1 \) being neglected) by combining together all the logically separated factors from above:

\[ P_r = P_i \left( \frac{G \cdot A \cdot \pi^4 \theta^2}{16\lambda^3} \right) \left( \frac{c\tau}{4L^2} \right) Z \]

Assuming \( \tau = dT \), \( L = cT / 2 \) and taking \( S/N = 1 \) as a measure of minimum level of useful signal, one can write the following quantitative estimation of the effective probing distance \( L \) for CW radar with receiver noise \( P_n \):

\[ L = \frac{P_i}{P_n} \left( \frac{G \cdot A \cdot \pi^4 \theta^2}{16\lambda^3} \right) Z \]
Conclusions

All the expressions of this report are to illustrate the possibility to discretize the distance by means of CW radars just by changing antenna’s input power $P_t$. For getting more precise expressions it is necessary to solve corresponding radiative transfer equations.

It has to be noted that the problem stated in this report is very similar to that of passive probing in the atmosphere, but taking into account a possibility of the variation of transmitter output power. Based on the ideas presented, one can conclude that in CW radar probing it is not necessary to change frequency – as it holds true in passive probing – in order to change a weighting function and so the distance. There is a simpler way of space discretisation based right on the variation of transmitter power and further comparison of two successive samples.

On the other hand, it is important that this approach is oriented on distributed targets only and not applicable in the case of point target. Basically, it seems to be complementary to the idea of L. I. Mandelshtam, N. D. Papaleksi which is not applicable right in the case of distributed targets.

Finally, great success of passive measuring techniques suggest that active CW probing with space discretization can find its way to real radars oriented on measurements. Such equipment would be especially in demand for probing within an atmospheric boundary layer which is unsearchable by means of high power pulsed radars.
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ONE-SURVEY-DETECTION AND ESTIMATION OF TRAJECTORY PARAMETERS OF RAPID RADAR TARGETS

In this paper problems of one-survey-detection of rapid radar targets and estimation of parameters of their trajectories are considered. The method of estimation of trajectory parameters is based on ordinary least squares method. A statistical modeling was performed and detection characteristics were obtained.

The tasks of detecting of moving radar targets and estimation of parameters of their trajectories are the tasks of secondary stage of radar signals processing. Classically, solutions of such tasks are based on multi-survey integration [1]: the values of samples obtained at each of \( m \) surveys are integrated and such integral value is compared with a detection threshold.

In case of rapid targets detection tasks, it is necessary to reduce the number of surveys before decision of presence of a target will be made. Such rapid targets produce the number of samples instead of one. In this case energy reflected from the target is distributed along the entire trajectory, forming a track. This “blurring” effect causes decreasing of detection threshold in the initial radar signal processing stage until the complete elimination of such detection procedure. The group of algorithms that use such “raw” data is called Track-Before-Detect (TBD) algorithms [2], [3]. However, to obtain reasonable probability of correct detection for low signal-to-noise ratio, these algorithms use the information obtained consequently in several radar surveys. To increase the probability of correct detection for constant false alarm probability in the case of one-survey-detection of rapid targets there is need to integrate the values of samples along the track, which was produced by the target during one survey cycle.

One of the tasks that appear in such one-survey integration is choosing of samples to determine the parameters of the track, since threshold processing on the stage of initial processing of the radar signal is absent.

The second task is the task of estimation of parameters of the trajectory along which integration will be made. One of the known techniques of estimation of parameters of parametric curves is the Hough transform [4]. In this paper we proposed to make such estimation based on the ordinary least squares (OLS) method. As will be shown below, the use of OLS provides a smaller estimation of parameters of the trajectory error in case of low signal-to-noise ratio and a higher probability of correct detection with the same probability of false alarm.

**Target and sensor models**

The signal at the input of the detector – a sequence of radio pulses with constant carrier frequency, random phase and constant amplitude \( v_s \).

The noise is an additive Gaussian random process.

Then, the signal-noise model is:

\[
S = \begin{cases} 
  v_s \cos(\omega t + \phi) + w, & \text{along trajectory,} \\
  w, & \text{outside the trajectory,} 
\end{cases}
\]

where \( w \sim \mathcal{N}(0, \sigma_w) \), \( \sigma_w \) – standard deviation of noise; \( \mathcal{N}(m, \sigma) \) denotes Gaussian distribution with mean \( m \) and standard deviation \( \sigma^2 \).

Since curvilinear motion can be approximated by straight line segments in the small intervals, straight line model was chosen as target trajectory model.

Image for analysis is formed from the output of the amplitude detector. Values of image samples are distributed with Rayleigh-Rice distribution, if they belong to the trajectory of target, and with Rayleigh distribution if they do not:

\[
3.7.8
\]
\[
\begin{align*}
\frac{w_{x,y}}{\sigma_N} \exp \left( -\frac{(w_{x,y}^2 + y_S^2)}{2\sigma_N^2} \right) I_0 \left( \frac{w_{x,y} y_S}{\sigma_N^2} \right), & \quad \text{if samples belong to the trajectory of the target,} \\
\frac{w_{x,y}}{\sigma_N} \exp \left( -\frac{(w_{x,y}^2)}{2\sigma_N^2} \right), & \quad \text{otherwise,}
\end{align*}
\]

where \( I_0(\cdot) \) is a Modified Bessel function of zero order, \((x, y)\) – sample coordinates.

Sample images with tracks that corresponds to the model described by (1) for different signal-to-noise ratios are presented in Fig.1.

**Target detection and trajectory parameters estimation algorithm**

For estimation of trajectory parameters we propose to select the maxima for each of the columns or rows of analyzed images. These samples we will call “basic samples”.

Mean square deviation of these basic samples from the potential stripe line, which the trajectory belongs to, is defined as:

\[
e = \frac{1}{n} \sum_{i=1}^{n} \left( x_i \sin \varphi + y_i \cos \varphi - \rho \right)^2 ,
\]

where \( \rho \) – “distance” to the straight from the origin; \( \varphi \) – angle between the straight and the Ox axis (Fig. 2), \((x_i, y_i)\) – coordinates of \( i \)-th basic sample; \( n \) – number of basic samples.

Since we propose to use as a method of estimation of trajectory parameters the OLS method, then trajectory parameters are determined as the solution of the following equations, relatively to \( \rho \) and \( \varphi \):

\[
\begin{align*}
\frac{\partial e}{\partial \rho} &= -2 \sum_{i=1}^{n} (x_i \sin \varphi + y_i \cos \varphi - \rho) = 0, \\
\frac{\partial e}{\partial \varphi} &= 2 \sum_{i=1}^{n} (x_i \sin \varphi + y_i \cos \varphi - \rho)(x_i \cos \varphi - y_i \sin \varphi) = 0.
\end{align*}
\]

After mathematical transformation, the system of equations (3) transforms to:

\[
\begin{align*}
\rho &= \sin \varphi \cdot E[x] + \cos \varphi \cdot E[y], \\
(\cos^2 \varphi - \sin^2 \varphi)(E[x] - E[x]E[y]) + \cos \varphi \sin \varphi (E[x^2] - E[x]^2 - E[y]^2) + E[y]^2) &= 0,
\end{align*}
\]

whence we obtain:

\[
\begin{align*}
\rho &= \sin \varphi \cdot E[x] + \cos \varphi \cdot E[y], \\
(4A^2 + B^2)p^2 - (4A^2 + B^2)p + A^2 &= 0,
\end{align*}
\]

where \( E[\cdot] \) – mean of the expression in brackets; \( p = \cos^2 \varphi \);
The roots of quadratic equation (5) meet the minima and maxima of expression (2). We can identify which of the root minimizes (2), as follows. Let \((\rho_1, \phi_1)\) and \((\rho_2, \phi_2)\) is the roots of the system (3) that correspond to the roots of the quadratic equation in (5), and \(\Delta \phi\) is the some small value. Then we should choose such values \((\rho, \phi)\), for which addition of \(\Delta \phi\) to \(\phi\) will cause increase of value, calculated by (2).

The sign of \(\cos \phi\) can be obtained as follows. Let \(\sin \phi = \sqrt{1 - \rho} \geq 0\). Then, as it can be seen from (4):

\[
\cos \phi = \begin{cases} 
\sqrt{\rho}, & \text{if } \left(\sqrt{\rho} \geq \sin \phi \land A \geq 0 \land B \geq 0\right) \\
\sqrt{\rho} \geq \sin \phi \land A < 0 \land B < 0, & \\
\sqrt{\rho} < \sin \phi \land A \geq 0 \land B < 0, & \\
\sqrt{\rho} < \sin \phi \land A < 0 \land B \geq 0, & \\
\sqrt{p}, & \text{otherwise},
\end{cases}
\]

while \(\rho\) can be either positive and negative values.

To make a decision about target availability integration of values of basic samples along obtained trajectory is performing. Since the probability that the basic samples lie on a certain straight is very low, the accumulation is carried out in a certain band around the line. Thus, statistics, calculated for each image is:

\[
S = \frac{1}{Q} \sum_i w_i a_i,
\]

where \(a_i\) – value of \(i\)-th base sample; \(w_i = 1\), if \(i\)-th base sample lies within integration strip, and \(w_i = 0\), otherwise; \(Q\) – sum of all samples within integration strip.

Another option is to build a statistics by integration maximal values in each row (or column) of image within the integration strip along obtained trajectory. The advantage of this approach is the consideration, in case of correct estimation of trajectory parameters, more values that correspond to the actual track, even if in the corresponding column (or row) of analyzed image maxima does not correspond to it.

**Statistical modeling and simulation results**

Detection characteristics for the proposed methods derived from statistical modeling are shown in Fig. 3.

These characteristics were obtained as a result of 10,000 simulations for each value of signal-to-noise ratio at probability of false alarm0.01. Image dimensions are 16×16 pixels. Integration strip width is 2. Detection characteristics in case when Hough transform instead of OLS is used to obtain trajectory parameters are shown for comparison. The ideal detection characteristics, in case when integration is making along actual track are also shown.

To analyze the performance of the estimation the parameters of the trajectory of target the following characteristic was used:

\[
E = \sqrt{\frac{1}{n} \sum_i \left(y_i - y_i^*\right)^2},
\]

where \(y_i\) – ordinate of the actual track point in a coordinate system where that track is parallel to the
$Ox$ axis; $y'_i$ – corresponding ordinate (in the same coordinate system) of the track point, which lies on a line with parameters obtained as a result of the proposed method.

The obtained performance of the proposed algorithm for different signal-to-noise ratios and the same characteristics in case of use the Hough transform is shown in Fig. 4. Mean of the absolute errors of trajectory parameters estimation is also shown.

![Figure 3 - Detection characteristics obtained by the integration of values of basic references in an integration strip (a) and by the integration of maximum values along the track within an integration strip (b)](image)

Figure 3 – Detection characteristics obtained by the integration of values of basic references in an integration strip (a) and by the integration of maximum values along the track within an integration strip (b)

The obtained performance of the proposed algorithm for different signal-to-noise ratios and the same characteristics in case of use the Hough transform is shown in Fig. 4. Mean of the absolute errors of trajectory parameters estimation is also shown.

![Figure 4 - Trajectory parameters estimation errors: a) complex estimation errors according to (6); b) mean of trajectory parameters absolute estimation errors](image)

Figure 4 – Trajectory parameters estimation errors:

a) complex estimation errors according to (6);

b) mean of trajectory parameters absolute estimation errors
Although the Hough transform gives a smaller trajectory parameters estimation error, but the characteristics of detection in case of using this method is shifted towards higher values of signal-to-noise ratio compared with the characteristics corresponding to OLS. This is conditioned by the peculiarities of the Hough transform technique, the need to establish a higher threshold of detection for the same probability of false alarm.

Conclusions

In this paper an algorithm for detection of rapid radar targets and estimation their trajectory parameters (in case of linear trajectory model), based on OLS method was purposed. A statistical modeling showed that the proposed algorithm gives better results in case of detection weak targets and estimation of their trajectory parameters, than usage of a common method of Hough transform.

Comparative analysis of two algorithms – parametric integration in case of known target trajectory and adaptive estimation of parameters of the trajectory with subsequent integration along the reconstructed path showed that the proposed algorithm provides very high efficiency. It concedes an optimal algorithm for detection of targets with known trajectory at 4.5 dB in a threshold signal with the probability of correct detection $D = 0.9$ and probability of false alarm $F = 0.01$. Analyzed images had dimensions of 16×16 pixels.
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RAYLEIGH SCATTERING REVISED

This article is devoted to a discussion of limits and a range of application of Rayleigh scattering model which is widely used in the radar meteorology. The mathematical ideas and the model of a scattered signal formation that are outlined in the article may be seen as a qualitative foundation for a technique of two-wavelength synchronous radar measurements in the coincident radar volume when both wavelengths correspond to Rayleigh’s diffraction on hydrometeors. Such a technique could open the door for the retrieval of new (or additional) information about the microstructure of meteorological objects.

Introduction. The Earth’s atmosphere is a puzzle and a great concern. Its unpredictable weather has always been a force to be reckoned with, but until recent times our trust was implicit in the robustness of the atmospheric system as the foundation of our biosphere. Far from being robust, this system is better described as a balance among a number of natural forces that we barely understand. Our concern is deepened when we consider the threat to this balance from our fast-growing civilization and its effluents. It is obvious that more reliable and accurate measurements in the atmosphere could provide us with unique facilities for further insights into the nature of its natural forces. Despite the fact that a present-day situation calls persistently for measurements, weather radars are still a tool for observations, but not for measurements.

It is sobering to realize that most techniques which have been developed to date for measurements by means of weather radars are only hopes on measurements per se. The problem is that almost all of such techniques use a priori information about the microstructure of the object of interest. Indeed, the microstructure of any meteorological targets changes significantly with time and space. Therefore, true measurement techniques must take into account not only a great variety of models of a radar echo but also a well-developed set of clear-cut criteria of applicability as well as means of accuracy assurance [1].

Despite the fact that there are some resources for some improvements of radar return interpretations based on classic models [2, 3], it is only a multiwavelength approach that seems to provide us with an adequate set of the arguments measured right in the radar volume and required for true measurement techniques [4].

Generally, there are two independent approaches to an interpretation of radar returns nowadays. One of them is based on fluctuations of the dielectric constant, while the other one is concentrated on spatial packaging and dynamics of individual particles no matter how small they are. Unfortunately, there is no brilliant idea to date on how to apply such powerful means of signal processing as Doppler or polarimetric techniques within the first one. At the same time, the second one is just what we need for the efficient application of them.

The most disappointing is that each of the approaches is applicable within certain non-overlapping ranges of wavelengths and there is no bridge between them which could be practically useful. Therefore, even if one makes a two-wavelength measurement within the ranges of applicability of the approaches discussed, there will be no grounds for synergy of interpretations anyway.

Synergy can be achieved, to a certain extent, by a synchronous use of Rayleigh’s and Mie’s waves for sounding within coincident volumes, nevertheless an overcoming of impediments preventing an efficient use of several Rayleigh’s waves could assure a dramatic expansion of weather radars’ capabilities.

Rayleigh’s and Einstein’s Formuli

Fundamentally, rayleigh scattering refers to the selective scattering of light by molecules much smaller than the wavelength of light. In a classic article [5], rayleigh showed that the
scattering for a single molecule increases as the fourth power of the frequency and hence explained why the sky is blue. Further there were many researchers who did contribute to the theory of light scattering of but did not add the lucidity to the problem.

Historically, Einstein was the first who went over from scatterers to their fluctuations (more precise to the fluctuations of dielectric constant value) and expanded dramatically a range of applicability of Rayleigh’s formula *ipso facto*. Unfortunately, he gave us no idea as to limits of that range. Using an implicit assumption about the exponential-type of distributions of dielectric constant fluctuations and taking into account that this distributions could be related to fluctuations of the number of scatterers, Einstein concluded that Rayleigh’s formula was wrong but it gave the right quantitative result. Unfortunately, relations between the distributions of dielectric constant fluctuations and the fluctuations of the number of scatterers can be explained by making a connection with specific and profound thermodynamic ideas which were discussed in the optic literature very rarely to say nothing of radar publications.

Basically, a mean value of any exponential-type distribution must be equal to a variance. The fluctuations of scatterers can be parameterized by the variance calculated on a certain period of time through all unit volumes which constitute a scattering volume. The number of scatterers in the scattering volume can be described by their mean number calculated on a certain period of time. Therefore one can use – for asymptotically long periods of time – either fluctuations of the number of scatterers among all unit volumes (Einstein’s formula) or the average number of scatterers in the whole scattering volume (Rayleigh’s formula). Both approaches lead us to the same value of the intensity of scattered field.

As it emphasized in [6], despite the outstanding role of Einstein’s work in the semi-quantitative explanation of the ‘origin of the blue of the sky’, the implicit assumptions used by him played a malicious trick with further generations of physicists. Even though Rayleigh scattering has been analyzed extensively, fundamental ambiguities in introductory texts are not eliminated completely. Moreover, these ambiguities have already caused an error to be foreseen [7], published [8], amplified [9], and cited with approval [10], before being corrected [11]. Everything indicated that in the light of all the lesions learned and based on modern experimental data, it is time to address these issues again [11, 12, 13].

### Relative Fluctuations and Spatial Correlations

In this report we should address several ambiguities associated with Rayleigh scattering as it is widely used in radar meteorology. Not ‘before more harm is done’ – as it holds true in optics – but in attempt to find theoretical foundation for a new type of multiwavelength techniques of radar measurements.

The most important concern for us in this work will be the clear-cut physical reasons for a reduction of Rayleigh scattering corresponding to a growth of scatterers’ concentration. This phenomenon is well established experimentally in the optics [14, 15, 16]. Why did it not take place in case of more sparse scatterers? The main question is to what extent this phenomenon can impact on radar signals and if this impact is different at different wavelengths?

For the purpose of radar meteorology we should consider a backscattering and pulsed incident radiation instead of a classic lateral scattering and continuous incident radiation. Taking into account that we are going to use the experimental data obtained in controlled laboratory experiments with x-rays or visible light and therefore being described only with multiple scattering concepts; all the findings in the report will be qualitative only. Another difference between the models which we are going to consider and those applicable in radar meteorology lies in the important role played in the latter by particle size distribution (PSD). For the sake of simplicity PSD will be left without consideration, as opposite to a clusterisation of particles which is of interest in the optics as well as in the radars.

It is interesting that atomic and condensed matter physicists, for example, approach the reduction of Rayleigh scattering in dense systems from different directions. From the atomic physics side, it is the correlations between the atoms that occur with increasing density that reduces
the scattering. From the condensed matter point of view, a uniform density results in no lateral Rayleigh scattering. It is the fluctuations in the atomic density on the wavelength scale that is responsible for such scattering. Such fluctuations are inevitable for gases, where the equality between the mean and the variance of fluctuations holds true. In condensed phases at low temperatures, these fluctuations are reduced, with a corresponding decrease in Rayleigh scattering.

In other words, different physicists attribute a reduction of Rayleigh scattering to different processes today. As one can see, both approaches attribute the reduction to the ‘external factors’ which are not accounted initially in the classic model of Rayleigh scattering: low external temperatures or correlations between atoms.

The important role played by correlations was emphasized by Rayleigh in his days [5]. He conjectured as to whether or not the theory would be applicable to dense gases, liquids, and solids and concluded that “it is more than doubtful whether the calculations are applicable to such a case” because correlations begin to play a role. Further he supposed that “when the volume occupied by the molecules is no longer very small compared with the whole volume, the fact that two molecules cannot occupy the same space detracts from the random character of the distribution. And when, as in liquids and solids, there is some approach to a regular spacing, the scattered light must be much less than upon a theory of random distribution.”

As one can see, Rayleigh attributed ‘some approach to a regular spacing’ as an intrinsic feature of the behavior of the random distribution when the volume occupied by the scatterers is no longer very small. Despite emphasizing of the outstanding role of correlations, classic works give us no idea on how to calculate them and how large the volume occupied by the scatterers can be seen as large enough for the appearance of correlations. Most modern approaches simply admit uncorrelated fluctuations as though these fluctuations are in continuous medium with no dependence on the particle nature of matter. In the authors of [6] opinion, this line of reasoning follows from a misinterpretation of the seminal works of Smoluchowski and Einstein, who calculated the scattering using thermodynamic arguments without explicit reference to the atomic nature of matter. These thermodynamic arguments do not rule out the possibility that the microscopic origin of Rayleigh scattering can be traced to the scattering on individual particles.

Being armed and motivated by Rayleigh’s observation we are ready to revisit these issues. But before we go any further we should give some consideration to a wide-spread superstition about the importance of the ratio of the wavelength of incident radiation to the mean interparticle distance. The common wisdom is that the ratio of the interparticle distance to the wavelength determines the strength of the scattering [17, 18]. Therefore it could be seen as a parameterization of the task. This conclusion must be wrong and the correct view is to go back to Rayleigh’s comment: As long as the particles are uncorrelated as in an ideal gas the scattering increases with the number of particles regardless of the ratio of their mean separation to the wavelength.

### Transition Processes

There are several long standing problems that need to be solved first. The main one of them is how we can detect transitional processes between sparse and dense scatterers in the experiment? The second one is can we basically model them by the introduction of spatial correlations between the particles and how accurate can we do it? All these questions have recently been answered in the atomic physics. We hope that these results will serve as a food for thought in radar remote sensing.

Fundamentally, there is more than one way to a simulation of correlations. One of the possible approaches lies in the introduction – by any means – of some ‘regularity’ into a pure random sample. For instance, correlations can be simulated if we place rN particles at random in the interval (r is an integer greater than or equal to 1) and then remove (r−1) nearest neighbors keeping particles 1, r+1, 2r+1, 3r+1,... It is not difficult to understand how this model introduces correlations between the particles. As it is illustrated on Fig. 1, by removing a nearest neighbor, it is less likely to find two closely spaced particles.
This type of an introduction of correlations allows us to tune easily a degree of inserted correlations and evaluate it correspondingly. What is more, it is turned to be a good model of the real observations made by x-rays in dense gaseous and liquid phase of rubidium (see Fig. 2). It is assumed, that a scattered signal is proportional to a structure factor \( G \) defined as \( G = |S|^2 \), where

\[
S = \sum_{j=1}^{N} e^{i x_j j} \quad \text{(a vector sum of the field scattered on distributed particles)},
\]

\( x_j \) is an abscissa of \( j \)-th scatterer and the averaging is made over all possible configurations of the particles.

Factor \( G \) is equal to \( N \) (number of particles) for a scattering on randomly distributed scatterers and equal to \( N^2 \) for Bragg scattering by a grating. Therefore the ratio of \( G \) to \( N \) can indicate to what extent our model resembles the classic Rayleigh model.

At first glance, this brilliant result has nothing to do with any scattering suppression. Instead, looking at the pike of the curve at Fig. 2 (c) one could deduce that correlations cause an increase of scattering at the long wavelengths end of the x-ray spectrum used. Most likely, we shall attribute this ‘suspicious behaviour’ to clusterisation. If this conjecture holds true, then \( G/N \) ratio can be accepted as a measure of the medium clusterisation. Undoubtedly, this amplification of scattering is also very important. Of course, this result cannot be directly applicable to radars and there is still a lot of work here, but the idea about new arguments for the task parameterization is worth it.
One can get the idea about how far it is still from the radar reality and, at the same time, how important the question discussed by looking at Fig. 3 reprinted from [19]. Experiment discussed in [19] was devoted to the measurement of the period of time between the moment when cloud has initially been formed and when it begins producing big droplets falling into the Earth’s surface.

An ideal Bragg scattering signal, leads to a wavelength dependence such that a pure Bragg echo at X-band is about 19 dB weaker than at S-band. In ideal Rayleigh scattering from clouds, all of the radar return comes from spherical, liquid water drops that are small enough that the Rayleigh approximation applies. If both the Rayleigh and the Bragg scattering components are ideal, then it is only possible for dBZ at X-band to range from 19 dB less than that at S-band to equal to it. Figure 3 is showing that 19 dB is in fact a reasonably good upper bound at the lower values of reflectivity factor where Bragg scattering is important. The trend of DZS-DZX values toward 0 dB at higher reflectivities is expected from Rayleigh scattering on big droplets at both bands. In the region where the points fill the space between the 0- and 19-dB lines, one does not know the extent to which these are due to mixtures of Bragg and Rayleigh scattering or to nonideal Bragg and Mie scattering. It appears reasonable that most of this is due to mixtures.

However, there are too many cases of DZS-DZX about 10 dB. These pose a problem because with a difference that great, DZS must be dominated by Bragg scattering, but at the same time DZX must be dominated by scattering from the hydrometeors. There appears to be a strong correlation between the Bragg and Rayleigh scattering that is unexplained at present. Therefore deciphering the dual-wavelength data – even if they have been collected synchronously from coincident radar volumes – turns out not to be entirely straightforward.

Getting back to the subject of the report, we must conclude that either correlation has nothing to do with Rayleigh scattering suppression or there is more than one type of correlations.

Bragg Scattering and Bragg Suppression

A first idea coming to mind is about the scale of correlations. As one can see the pike of the curve at Fig. 2 (c) corresponds to the argument $Q/2\pi$ equal to unity, while the trough of the curve is right over one and a half. There is another hump located directly above the number two on the abscissa. Then oscillations have been dumped completely.

By the look of things, the best explanation of such a behavior is the following. Distributed scatterers with a mean length of space-correlations $\bar{\ell}$ exhibit either quasi-Bragg scattering while $\bar{\ell} = n\lambda$, where $n \in R$ and $\lambda$ is the wavelength of incident radiation or the suppression of scattering while $\bar{\ell} = ((n + 1)/2)\lambda$. The latter is also an explainable fact taking into account that in this case the number of the scatterers located in all positive half-waves will correlate with those of negative half-waves. Therefore, oscillations of the field scattered on all particles will partly eliminate each other during a vector summation in space.

As a matter of fact, following this line of reasoning one can arrive at the following consequence. Bragg scattering and Rayleigh scattering suppression is just different sides of the same coin. One cannot exist without the other. Therefore, Bragg suppression might be seen as a quite appropriate term for this phenomenon as well.
To put the problem in perspective and make the consequence more general, let us look at other works [15, 16, 20]. The former presents the results obtained in the controlled laboratory experiments with He-Ne laser and the uniform latex microspheres (with mean diameter of 0.091 μm) suspended in water. Experimental result was interpreted in terms of the dense medium radiative transfer (DMRT) theory. The observed phenomena could not be explained by the conventional radiative transfer theory, and DMRT theory developed by the authors was in agreement with the experimental features.

It was shown in [16] that with an increasing fractional volume of scatterers greater than 5-10 percent, the measured bistatic intensities at an observation angle of 4º begin decreasing monotonically, almost linearly. This decrease continues up to 45-50 percent where the line changes the angle and becomes steeper. From 0.001 to 5-10 percent the intensity nonlinearly grows up to three times. Conventional radiative transfer theory predicts only a monotonic increase with the concentration.

Unfortunately, there was not a second laser and we cannot check the conjecture made above and related to Bragg suppression. Anyway the suppression of scattering was detected although interpreted in terms of the radiation transfer theory and multiple scattering.

As far as multiple scattering is concerned, it was B. Yurchak who predicted qualitatively a similar behavior of intensity corresponding to the growth of concentration of scatterers without utilization of multiple scattering concepts. In developing the slice model, he arrived at the following expression for the intensity:

\[ \langle P \rangle = \frac{1}{2} N \left[ \text{Var}(a) + \langle a \rangle^2 \chi \right] \]

where \( \langle a \rangle \) and \( \text{Var}(a) \) are the mean and variance, respectively, of the magnitudes of the elementary signals scattered on particles of a certain slice; \( \langle n \rangle \) and \( \text{Var}(n) \) are the mean and variance of the number of particles in the slice, respectively; \( N \) is the mean number of particles in the while volume and \( \chi = \text{Var}(n)/\langle n \rangle \) is a relative variance of the number of particles in the whole volume.

Argument \( \chi \), known also as Poisson index, represents the assumption which was mentioned above as the assumption made by Einstein regarding to the equality between the mean and the variance that is required for Rayleigh’s formula to be correct. Fundamentally, if this equality holds true, then one can evaluate \( N \) based on the mean intensity of a scattered signal \( \langle P \rangle \) in spite the fact that the scattering takes place on fluctuations of the dielectric constant. Yurchak’s equation transforms into the known weather radar equation when the fluctuations obey the Poisson law (i.e. \( \chi = 1 \)) and the expression in brackets is proportional to the sixth moment of a droplet spectrum.

Given a finite volume of the slice, it is obvious that there must be a maximum of particles in the slice. The argument \( \chi \) is equal to unity until there is enough room in the slice. In this case any Poisson’s deviation of the number of particles can take place. Otherwise, the mean of the number of particles in the slice \( \langle n \rangle \) becomes greater than its variation \( \text{Var}(n) \), therefore \( \chi \) becomes less than unity. The latter, in turn, cases a suppression of the backscattering. In [20] the maximum of particles is written as \( n_{\text{max}} = (1 - \beta)V_s/V_p \), where \( V_p \) is a volume of individual particle, \( \beta < 1 \) is a packaging factor for spheres in the slice and \( V_s \) is a volume of slice.

As far as we can say, it is a very general explanation. The slice approach implies utilization of a plane wave and, as a consequence, one dimensional task of wave propagation. Hence, if we define a slice as a set of points in space with equal phases calculated from an idealized origin, then we have to admit that the field scattered on the particles of the slice will be added coherently. Therefore, while there is more than one scatterer in the slice, the magnitude of the field scattered on them will fluctuate much wider than an incoherent sum of elementary scattered fields.

Even if we assume a set of such slices, we will never arrive – without special corrections – at the equality between the mean number of scatterers in the volume and the variance of the field scattered on them. In different words there must be a threshold of scatterers filling in the volume
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above which elementary scattered fields begin to interact coherently. In order to account for this process, at least qualitatively, it is necessary to redress the concept of χ as follows:

\[ \chi = \frac{\text{Var}(n)}{\langle n \rangle}, \frac{\text{Var}(P)}{\langle na^2 \rangle} \]

When coherent summation takes place, the second ratio on the right side is greater than unity. The more elementary fields added coherently in the signal, the more χ. Finally, when the first ratio on the right side begins to decrease following the process described above, argument χ is already far greater than unity.

The threshold of a coherent summation is much less than slice’s maximum of particles \( n_{\text{max}} \). Its estimation varies depending on required accuracy and signal purity but always less than a total number of slices in the whole volume, that is \((Q - \langle n \rangle) = k \cdot \text{Stdev}(n)\), where \( Q \) is a total number of slices in the radar volume, \( k = 1, 2, 3... 6 \) is a factor of signal purity expressing to what extent a received signal is free from the elementary fields added coherently.

Based on the concepts and experimental data discussed above, one can make a diagram as in Fig. 4. The key question is whether slices can be seen as a part of physical reality and one can detect by any means an impact of their size on the signal received or they just a ‘trick’ of theorist which can be used merely to direct a thought during a qualitative analysis. In case of slices is the part of the reality their thickness will be one of the most arguments of task parameterization. Specifically, it defines the limits of areas with different type of scattering showed in the Fig. 4. What is more it could be used for a transition to wavelength from fractional volume units on the abscissa.

Conclusions

It is quite obvious that getting reliable estimations of the number of particles in the radar volume is not generally possible in a field experiment to say nothing about having a controlled variation of one parameter of interest. In hopes of getting new findings that should help to eliminate fundamental ambiguities in the model of Rayleigh scattering and provide a solid foundation of further development, the main focus of researchers is put on colloidal, atomic and molecular physics.

We discussed few works to illustrate some basic ideas. First of all, it is a suppression of scattering observed while fractional volume of scatterers is growing and when it has overcome a certain threshold. All the experimental data discussed was obtained in dense medium and other conditions that are corresponding to multiple scattering.

In doing this one can use the idea of correlations that could be introduced into the model of spatially distributed particles by several means. Two of them have been discussed in the report: the nearest neighbor removal and the slices. We conjectured that – from the point of view of the

Fig. 4. The diagram of scattering compiled based on the concepts and experimental data discussed in the report. Fractional volume of scatterers would be replaced with wavelengths if the slices of finite thickness are turn out to be a part of physical reality. In this case, it would define the limits of the areas of different types of scattering pointed out in the figure by arrows.
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multiwavelength approach to the scattering of light in partly correlated medium – it would be better to look at Bragg scattering and suppression as at an indivisible process and unique feature of multiwavelength scattering.

Hence, the ratio of the mean correlation length $\bar{\ell}$ to the wavelength $\lambda$ of incident radiation can be seen as a good candidate for the main arguments of multiwavelength scattering parameterization. Moreover, it is advisable to use two specially selected wavelengths for a reliable determination of the correlation distance, such that one of which will show an increase of the scattering, while the other - the suppression. However, the question about real grounds for the use of such models and interpretation of models’ arguments in terms of clear-cut physical concepts is still open.

The use of the slice approach seems to be more appropriate in case of sparse scatterers and if the thickness of the slice is a finite value one can find all the necessary evidences that $\langle P \rangle$ will decrease while the thickness of slice will grow (see Fig. 5). Fundamentally, it means that, even in case of sparse scatterers, there are also two concurrent and rival processes: a growth of backscattering intensity which is proportional to $N$ and an intensity suppression which is proportional to the slice size.

Assuming that the thickness of the slice is corresponding to the wavelength of incident radiation, one can arrive at different $\langle P \rangle$ for different wavelengths, even if these waves are Rayleigh’s. If such a thickness can be changed artificially, then different $\langle P \rangle$ would correspond to different slice thicknesses at the same wavelength. Both cases – if they find required experimental evidences – lead us to the conclusion that there may be a new way of two-wavelength synchronous radar measurements in the coincident radar volume using the wavelengths that are corresponding to Rayleigh’s diffraction on hydrometeors. Such a technique could provide a solid foundation for the retrieval of new (or additional) information about the microstructure of meteorological objects even in the case of sparse scatterers.

3.7.20
from a higher level of intensity in comparison with pure Rayleigh's intensity calculated based on information about the number of scatterers in the volume.
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GROUND PENETRATION RADAR SIMULATIONS OF NON-HOMOGENEOUS SOIL WITH CST STUDIO SUITE

The paper describes the simulation results for a ground penetrating radar with CST Studio Suite. Non-homogeneous soil composed of four different materials has been investigated by pulse GPR. The aim of the experiment is to obtain fully focused image of the tested soil structure. The raw GPR data collected with CST Studio Suite has been processed using Matlab. Simulation results presented in the paper show good possibility of focused SAR method for underground targets imaging.

I. INTRODUCTION

CST Studio Suite is the powerful simulation platform for electromagnetic field problems. The transient solver gives appropriate results of non-homogeneous soil imaging. In order to obtain raw GPR data, wideband horn antenna, transmitting and receiving signal, has been applied. Decisive parameter during selection of appropriate antenna is S11. S11 refers to the ratio of signal that reflects from the port for a signal incident on that port. The main aim of ground penetrating radar is to obtain good resolution of underground targets. Before one can perform real data measurement it is recommended to simulate radar scene with professional electromagnetic simulator. In that way many measurement problems can be avoided, what is more, the best radar parameters (such as type of antenna, type and bandwidth of transmitted signal) can be selected.

The CST transient solver calculates the development of fields through time at discrete locations and at discrete time samples. Program provides possibility of various propagating signal properties and tested soil structure definition. Moreover CST performs irregular time sampling of simulated data. If radar transmit signal with linear frequency modulation, CST Studio sample rate for that part of the signal with higher frequencies will be much greater than for lower frequencies part. This gives good accuracy of computed data, however collected data need to be resampled before performing pulse compression.

Presented simulation with CST Studio Suite has been prepared in Bumar Elektronika S.A.

II. SIMULATED RADAR SCENE

The simulated soil structure is composed of four materials of different electric permittivity values. The analyzed ground has 2 meters length in GPR movement direction, 0.7 m width and its thickness is 0.6 m. The main component of the model is dry sand which covers loamy soil, bones and forty years old concrete. Selected horn antenna is positioned 10 cm above the ground. GPR antenna has been placed in 145 points, the movement step is 1 cm which gives 1.45 m of simulated raw data. Investigated non-homogeneous soil structure is presented in Fig. 2.1. Each of the layers of the ground, made of loamy soil, bones and forty years old concrete and located inside dry soil, have shapes of prism. Analyzing the plane intersecting the soil in movement and depth direction, these layers have shapes of triangles. Loamy soil has the following coordinates of vertices [cm]: (0,-15), (0,-45), (170,-10). Medium made of bones has coordinates of vertices [cm]: (200,-10), (200,-30), (80,-40). The third layer made of forty years old concrete has coordinates of vertices [cm]: (0,-60), (140,-60), (140,-40). At the border of two medium with different permittivity values electromagnetic wave is reflected [1][3]. GPR performance is based on
reflection phenomenon. Unfortunately, image of buried objects generated by ground penetrating radar does not correspond to its geometrical representation. The image collected from single point target has hyperbolical shape [3][4]. The radius of this curve is strongly connected with target depth and electrical parameters of the soil surrounding the object. Increase in depth of an object or decrease in permittivity causes increase in the radius of curve [5]. Direction of propagated wave is dependent on soil properties. What is more, each layer of the ground attenuates electromagnetic wave, which causes the maximum range equal to several meters [1]. Ground is heterogeneous medium, for these reason, the GPR signal processing is much more sophisticated than in other types of radars. The aim of the experiment is to obtain fully focused image of each soil component. Improvement of pulse GPR resolution in depth direction can be obtained using signal with linear frequency modulation LFM [6]. Depth resolution for LFM pulse is inversely related to signal bandwidth. The matched filter output for pulse radar with linear frequency modulation can be approximated as sinc(x) function. LFM has significant sidelobes at the level of about -13 dB which can mask weak echoes from deeper located objects [5][6]. Commonly know method of LFM sidelobes suppression is based on window function application [5]. This operation can suppress sidelobes to the required level. Time domain weighting are used to suppress Gibbs oscillations caused by the truncation of a Fourier series. However, matched filter amplitude weighting causes mismatches, which reduces signal to noise ratio. As a consequence, maximum radar range is decreased [5]. Presented simulation results has been achieved for LFM signal with bandwidth $B = 2$ GHz, time duration $\tau = 5$ ns, carrier frequency $f_c$ is equal to 2 GHz.

### III. RAW GPR DATA PROCESSING

Raw GPR data calculated with CST Studio Suite need to be processed in order to obtain radar image. As it has been mentioned, CST performs irregular time sampling. Before pulse compression can be done, collected data need to be resampled. It can be done using Matlab interpolation method called interp1. Resampled raw data is given in Fig. 3.1 and contains signal reflected from antenna port. Undesired S11 signal has been removed using lattice filter based on Burg's algorithm [2] (Fig. 3.2). For that purpose, S11 data without soil has been calculated and used as reference signal $x_{ref}$. Signal labeled as $x_{rec}$ is signal reflected from soil structure. Lattice filter is described by following equations [2]:

\[
\begin{align*}
    h_i &= \frac{\sum_{n=0}^{N-1} x_{rec}(i)^* b(i-j)(n)}{\sum_{n=0}^{N-1} |b(i-j)(n)|^2} \\
    k_i &= \frac{\sum_{n=i+1}^{N} b(i-j)(n-1)x_{rec}(i-1)(n)}{\sum_{n=i+1}^{N} |b(i-j)(n-1)|^2} - k_{i-1}(n)
\end{align*}
\]

(3.1)

(3.2)

After removing S11 spectrum of raw data is still located around carrier frequency and need to be demodulated. LFM signal is given at the first input of mixer, at the second input coherent heterodyne signal is given. At the mixer output demodulated signal is obtained.

**Fig. 3.1 Raw data**

**Fig. 3.2 Lattice filter**
The next step of the computation is low-pass filtering. That process removes undesired signal spectrum components. The spectrum of demodulated GPR data after low-pass filtering is visible in Fig. 3.3. Low-pass signal representation in time domain is presented in Fig. 3.4. Calculated data does not give enough information about soil structure, the depth of an layer cannot be reliable determined. However, processed in described way echo GPR signal can be subjected to pulse compression [6]. Depth compressed GPR data is visible in Fig. 3.5. In order to suppress sidelobes level, the matched filter is weighted by Hamming window. Theoretically [6], level of Hamming window sidelobes is -41 dB. Matched filter output of signal with linear frequency modulation is characterized by good depth resolution on condition that time duration and pulse bandwidth product is large enough. Analyzing Fig. 3.5 one can see, that the first reflection from the antenna port (S11), which has been suppressed by lattice filter, is visible in fourth ns. Due to lattice filtration, undesired S11 does not mask remaining reflections. The echo signal reflected from the border between air and sand return to the GPR after 7 ns. The strongest amplitude of echo signal is obtained from the border between dry sand and loamy soil and is located from 8th to 9th ns. Echo signal reflected from the rest of soil layers are barely seen. CST Studio Suite introduces noise associated with carried out computations, it is good seen in reflected signal from second to 4th nanosecond, where there should not be any echo signal. Unfortunately, presented results does not meet requirements, not every layers can be detected from Fig. 3.5. The general objective of digital signal processing as applied to surface penetrating radar is either to present processed image that can be readily interpreted by operator. For that purpose cross range resolution must be increased. These requirements may be satisfied by performing focused SAR filtering in movement direction [3][7]. Nevertheless, majority of known ground penetrating radar devices use non-
coherent Hough Transform in order to increase image resolution in movement direction [1][8]. That technique is based on detection of specific, hyperbolical shapes in depth compressed image. Hough Transform provides good results on condition that analyzed image has good quality and curve shapes are easily distinguish [4]. When obtained image is contaminated by high level noise, non-coherent algorithm will not give expected results [8]. For that reason SAR technique is much effective and allows to achieve optimal cross range resolution.

IV. **FOCUSED SAR FILTERING**

Two dimensional SAR filtering, presented in the article, has been performed in few steps. Depth compressed data initially is divided into blocks [4][5]. For each block, 2D matched filter is prepared. SAR filter properties are strong connected with the depth of an target and permittivity value of surrounding medium. Calculated matched filter is convolved with selected block and the nearest neighborhood. Filtered three blocks are then multiplied by Hamming window to smooth the final image. After calculating the convolution for all blocks, overlapping blocks are summed. GRP image after applying focused SAR algorithm is presented in Fig. 4.1. During the SAR filtration a constant value of electric permittivity, equal to permittivity of dry soil, has been assumed. What is more, the image has been shifted in such a way that the first reflection from the dry sand is now located at 0 m depth. As a consequence of digital signal processing, reflections from each of layers constituting soil structure has been observed.

The signal parameters such as bandwidth and time duration does not give the theoretical range resolution. In order to improve image resolution longer signal or FMCW GPR should be used.

V. **CONCLUSIONS**

- CST Studio Suite can be used to simulate different kind of GPR, allows to design complicated soil structures and antenna.
- Calculated by CST data need to be resampled before performing digital signal processing
- Focused image obtained with CST data gives good results.
- Presented ground penetrating radar could be used to investigate the soil structure, unless the permittivity coefficients is correctly determined
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THE DESIGN AND OPTIMIZATION OF VOLTAGE CONTROLLED OSCILLATORS IN
0.13µm CMOS TECHNOLOGY FOR 3G AND BLUEETOOTH TRANSCEIVERS

This paper describes the design and optimization of LC voltage-controlled oscillators (VCOs) for 3G and Bluetooth transceivers in 0.13-µm, 1.2V CMOS technology. The proposed technique is illustrated by optimizing seven different MOS LC VCOs. The best optimized VCOs exhibit a phase noise of -134.6dBc/Hz and -139.16dBc/Hz at 3MHz offset from the carrier, 0.52mW and 0.36mW power consumption, 4.9% and 3.4% total harmonic distortion, respectively, for 3G and Bluetooth transceivers.

Introduction. Modern mobile cell phones have 3G network coverage and use Bluetooth transceivers for data transmission. Ukrainian 3G mobile network operators have deployed UMTS-FDD technology in 2100MHz frequency band. Future developments in 3G technology in Europe are expected in 2600MHz frequency band, which is divided by uplink band (2500 - 2570MHz) and downlink band (2620 -2690MHz). With a channel spacing of 5 MHz, the total bandwidth allocated for future 3G mobile services is 140 MHz, which will result in having a total number of 28 channels. Bluetooth is a low-power wireless technology deployed with radio equipment operating on the widely used 2.4 GHz spread-spectrum band. The Bluetooth standard was designed for targeting short-range wireless communications with data rates of 1Mb/s at 10m distance. The phase-locked loop (PLL) of a Bluetooth transceiver has to be able to provide frequencies from 2402MHz to 2480MHz with channel spacing of 1MHz. A crucial PLL component for both 3G and Bluetooth transceivers is the VCO. The main concern for VCO design is low phase noise, low power consumption and low output harmonic level, which is a measure of the VCO energy at harmonics of the fundamental frequency. In published papers, for example [1-2], the VCOs were designed and optimized without taking into account the amount of distortion in the generated sinusoidal signals. Besides that, the performance of the designed VCOs was not compared with the performance of VCOs having other topologies in the same CMOS technology. In this paper, seven different MOS cross-coupled VCO topologies are optimized for perspective 3G and Bluetooth applications using new figure of merit (FOM).

VCO topologies. Seven different VCO topologies were designed and optimized. The NMOS differential cross-coupled VCO without and with a tail current source is shown, respectively, in Fig. 1 (a) and (b).

Fig. 1. NMOS differential cross-coupled VCOs: (a) without a tail current source, (b) with a tail current source

The PMOS differential cross-coupled VCOs are shown in Fig. 2.
The PMOS transistors M1 and M2 in the circuits of Fig. 1 and 2 represent the contrary connected varactors controlled by a variable dc voltage $V_{ctr}$ applied through resistor $R_{ctr}$.

In Fig. 3 the CMOS cross-coupled VCOs are shown. Fig. 4 shows the schematic of a PMOS differential Colpitts VCO [3]. Only the PMOS transistors are used in the circuit of Fig. 4.

**Figure of merit.** A common FOM for performance comparison of different VCOs is given by [1]

$$FOM_i = L(\Delta f) - 20\log(f_0/\Delta f) + 10\log(P_{diss}/1\text{mW}),$$

where $L(\Delta f)$ is the phase noise at a frequency offset $\Delta f$, $f_0$ is the central oscillation frequency in the VCO tuning band, and $P_{diss}$ is the VCO power dissipation. Lower (more negative) values of FOM represent better VCO performance. The main drawback of $FOM_i$ is that it does not take into
account the amount of distortion in the generated sinusoidal signals. The proposed FOM is expressed as

\[ FOM_2 = L(\Delta f) - 20\log(f_0/\Delta f) + 10\log(P_{\text{disc}}/1\text{mW}) + 20\log(\text{THD}\%)/1\%), \]  

(1)

where \( \text{THD}\% \) is the total harmonic distortion (THD) of the generated signal expressed in \%. The last term in equation (1) is positive if \( \text{THD}\% > 1\% \) and negative if \( \text{THD}\% < 1\% \). Thus, \( FOM_2 \) is sensitive to the amount of distortion in the VCO signal. The VCOs with larger THD will have less performance than those having smaller distortions.

**Design variables and optimization criterion.** For given CMOS technology with fixed transistor channel length, which is 0.13\( \mu \)m in our case, the VCO phase noise, power consumption and THD depend on the transistor channel width (W), inductor and varactor performance, tuning source resistor (\( R_{\text{ctr}} \)) and capacitor \( C_0 \). The standard way to design an on-chip spiral inductor is to lay out square spiral metal trace on the silicon substrate with one or more standard metal interconnection layers. A spiral inductor layout and its commonly used equivalent circuit model are, respectively, shown in Fig. 5 (a) and (b). The design parameters of an inductor are usually given by the number of turns (n), metal width (w), metal-to-metal spacing (s), and outer radius (h). The inductor dimensions w, s, and h can be optimized by using computer aided tools such as ASITIC, MICROWIND, SONET, ADS Momentum, and so on. If dimensions w, s, and h have been chosen, then the coil inductance \( L_{\text{ind}} \) is a function of n.

Frequency dependent series resistance \( R_0(f) \) has the biggest impact on the inductor quality factor \( Q_{\text{ind}} \), which in turn seriously affects the VCO performance. The use of multilayer spiral inductors can significantly reduce \( R_0(f) \) and increase \( Q_{\text{ind}} \).

![Image](image_url)

**Fig. 5.** Spiral inductor: (a) - layout, (b) - equivalent circuit

An analytical equation for frequency dependence of the resistance of a multi-turn spiral inductor with taking into account the skin and proximity effects was derived from fundamental electromagnetic principles [4]

\[ R_0(f) = R_{\text{ind}} \left( 1 + 0.1 \omega^2 / \omega_{\text{crit}}^2 \right), \]  

(2)

\[ \omega_{\text{crit}} = 3.1 \frac{P \cdot R_{\text{sheet}}}{\mu_0 \cdot w^2}, \]

where \( R_{\text{ind}} \) is the dc resistance of the coil, \( w \) is the metal width, \( P = w + s \) is the metal pitch, \( R_{\text{sheet}} \) is the metal sheet resistance, \( \mu_0 \approx 1.257 \times 10^{-6} \text{ H/m} \) is the magnetic permeability of the free space.

The dc resistance \( R_{\text{ind}} \) of the multilayer inductors in different CMOS technologies can easily be simulated by CAD tools, for example, MICROWIND.

As well known, a MOS transistor with drain, source and bulk connected together realizes a MOS capacitor with capacitance dependent on the voltage applied between source and gate. For
both inversion mode and accumulation mode MOS varactors, one of the most critical parameter is the tuning ratio $C_{\text{max}}/C_{\text{min}}$, which is usually a little higher than 2 [5]. For 3G and Bluetooth transceivers, this tuning ratio is more than sufficient because the required tuning range is, respectively, 140 and 80 MHz. Moreover, the capacitor $C_0$ is used to reduce the tuning band in the VCO circuits of Fig. 1 – 4. If the MOS transistor channel length is fixed, the varactor capacitance is proportional to the channel width $W_{\text{var}}$. The channel width of a MOS varactor can reach many hundreds of micrometers significantly increasing the parasitic resistance along the gate, which in turn reduces the varactor quality factor. Such transistors are usually designed with big number of fingers $N_{v}$, so that $W_{\text{var}} = N_v W_{v}$, where $W_{v}$ is the channel width of a split varactor transistor. Thus, we introduce two new variables $W_{v}$ and $N_v$.

It should be pointed out that the core VCO transistors, labeled as $Q_i$ ($i=1, \ldots, 4$) in Fig. 1 - 4, must also be decomposed into multi-finger MOS transistors with gates of minimum size such that $W = N_v W_{v}$ for the same reason as varactors, where $N_v$ and $W_{v}$ are, respectively, number of fingers and channel width of a split core VCO transistor.

The value of resistor $R_{\text{ctr}}$ has certain influence on both VCO phase noise and THD. In general, when $R_{\text{ctr}}$ increases the VCO THD decreases, but the VCO phase noise increases due to the resistance thermal noise induced to the VCO through the tuning port. Thus, in terms of equation (1) there should be a value of $R_{\text{ctr}}$ which minimizes $FOM_2$.

The proposed VCO optimization criterion is presented as follows:

$$\min FOM_2(W_{\text{var}}, N_{v}, W_{v}, N_v, R_{\text{ctr}}, C_0, L_{\text{mod}})$$

where $V_m \geq V_{m}^*$, $f_{\text{osc, min}} \leq f_{\text{min}}^*$, $f_{\text{osc, max}} \geq f_{\text{max}}^*$,

where $V_m$ is the voltage amplitude across the tank, $V_{m}^*$ is the minimum required output voltage amplitude, $f_{\text{min}}^*$ and $f_{\text{max}}^*$ represent the required frequency band of the VCO operation including additional bands, which must be used due to unavoidable process variations during the integrated circuit fabrication. The additional bands should be about 10-15% of the VCO frequency tuning band. In the case of Bluetooth transceiver, we can choose $f_{\text{min}}^* = 2388$ MHz and $f_{\text{max}}^* = 2492$ MHz.

Analogically, frequencies $f_{\text{min}}^*$ and $f_{\text{max}}^*$ can be chosen for 3G transceiver. The first constraint ($V_m \geq V_{m}^*$) indicates that the oscillator must have an excess of the loop gain required to compensate all losses at resonance providing sufficient voltage amplitude across the tank. A VCO with small amount of excess gain results in $V_m < V_{m}^*$. The VCO with large amount of excess gain satisfies the first condition, $V_m > V_{m}^*$, but it generates a greater harmonic content in the output waveform. The VCO designer should balance the need for enough excess gain providing $V_m \geq V_{m}^*$ and the need to keep THD low. This feature is taken into account in the criterion (3), because $FOM_2$ is dependent on THD.

**Optimization results.** The VCOs shown in Fig. 1 – 4 were designed and optimized according to criterion (3). The value of $V_{m}^*$ was chosen to be 80% of the supply voltage. All MOS transistors were simulated using SPICE BSIM3v3.1 parameters of SCN013 0.13μm CMOS technology [6]. The VCO optimization results are given in Tables 1 and 2. The designed six metal layer spiral inductor has the following geometric parameters: $w=25\mu$m, $s=2\mu$m and $h=65\mu$m. As seen from Tables 1 and 2, the best performance has the PMOS Colpitts VCO. The capacitors $C_3$ and $C_4$ in the circuit of Fig 4 have values 1pF and 1.7pF, respectively, for 3G and Bluetooth VCOs.
### Optimization results for the VCO of 3G transceiver

<table>
<thead>
<tr>
<th>VCO 3G transceiver</th>
<th>$L_{ind}$ (nH)</th>
<th>$R_{ce}$ (Ω)</th>
<th>$C_0$ (pF)</th>
<th>Transistors</th>
<th>Varactors</th>
<th>$L(3\text{MHz})$ (dBc/Hz)</th>
<th>$P_{diss}$ (mW)</th>
<th>THD %</th>
<th>$\text{FOM}_1$ (dBc/Hz)</th>
<th>$\text{FOM}_2$ (dBc/Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMOS</td>
<td>5</td>
<td>250</td>
<td>0.15</td>
<td>0.5</td>
<td>4</td>
<td>$W_p$ (μm)</td>
<td>$N_{F_v}$</td>
<td>5</td>
<td>53</td>
<td>-133.4</td>
</tr>
<tr>
<td>NMOS+CS</td>
<td>5</td>
<td>220</td>
<td>0.15</td>
<td>1</td>
<td>3</td>
<td>$W_p$ (μm)</td>
<td>$N_{F_v}$</td>
<td>5</td>
<td>53</td>
<td>-134.7</td>
</tr>
<tr>
<td>PMOS</td>
<td>5</td>
<td>210</td>
<td>0.15</td>
<td>1</td>
<td>3</td>
<td>$W_p$ (μm)</td>
<td>$N_{F_v}$</td>
<td>5</td>
<td>53</td>
<td>-135.5</td>
</tr>
<tr>
<td>PMOS+CS</td>
<td>5</td>
<td>230</td>
<td>0.15</td>
<td>1</td>
<td>4</td>
<td>$W_p$ (μm)</td>
<td>$N_{F_v}$</td>
<td>5</td>
<td>52</td>
<td>-136.0</td>
</tr>
<tr>
<td>CMOS</td>
<td>9</td>
<td>170</td>
<td>0.16</td>
<td>1</td>
<td>4</td>
<td>18, 7</td>
<td>$W_p$ (μm)</td>
<td>5</td>
<td>51</td>
<td>-132.7</td>
</tr>
<tr>
<td>CMOS+CS</td>
<td>9</td>
<td>30</td>
<td>0.16</td>
<td>1</td>
<td>18, 7</td>
<td>18</td>
<td>$W_p$ (μm)</td>
<td>5</td>
<td>51</td>
<td>-134.6</td>
</tr>
</tbody>
</table>

It should be noted that the PMOS VCOs have also a very good performance in terms of $\text{FOM}_2$ which is only $2\div3$ dB lower than that of PMOS Colpitts VCO. The NMOS and CMOS VCOs have much less performance and cannot be proposed for realization in 3G and Bluetooth transceivers.

**Conclusion.** New criterion has been proposed for optimizing cross–coupled MOS VCOs. It is sensitive not only to the VCO phase noise and power consumption but also to the total harmonic distortion of generated signals. The design variables have been selected and analyzed. It has been shown that the PMOS Colpitts VCO has the best performance among seven examined topologies.
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A NEW DESIGN OF BAND NOTCHED MICROSTRIP ANTENNA FOR UWB APPLICATIONS

In this paper a new ultra wideband (UWB) antenna is proposed with band notch characteristics to avoid interference with WLAN/HIPERLAN in 5.15 GHz – 5.85 GHz band. In proposed antenna a wide impedance bandwidth is achieved (3.4 GHz – 12 GHz) to fulfill requirements of UWB for future applications. The proposed antenna is investigated with partial ground plane. It has a simple geometry and by introducing three slots band rejection characteristics of proposed antenna are achieved. The measured $S_{11}$ is well below -10 dB & measured radiation patterns are near omnidirectional.

1. Introduction

Ultra Wideband is a carrier less short range communications technology which transmits the information in the form of very short pulses. This former military technology has gained a lot of popularity among researchers and the wireless industry after the FCC [1] permitted the marketing and operation of UWB. UWB has promised to offer high data rates at short distances with low power, primarily due to wide resolution bandwidth. The FCC in the USA has allocated a frequency band 3.1 GHz to 10.6 GHz for UWB transmission and released a mask which indicates the power levels to keep the narrow band incumbents spectrum free from interference.

Compact and cheap ultra wideband antennas are needed for numerous UWB applications like wireless communications, indoor positioning and medical imaging. Several single-feed planar microstrip antennas such as Elliptically-shaped antenna with slots [2], curved rectangle with slot antenna [3], Variable slot type antennas [4], Circular shape with variable slot [5], rectangle with steps & slot [6]. In all these structures a partial ground has been proposed, providing attractive solutions that can be readily incorporated under an UWB system. Similarly in [7] a band notched UWB antenna proposed by changing partial ground geometry rather than main patch as in cases of [2-6]. But tuning of back patch is difficult task.

In this paper, a new UWB antenna is proposed with a very simple structure by cutting three slots & corner notched rectangle patch with partial ground of rectangle shape & compact size of 30x24.5 mm$^2$. Here notches & slots are made in such a way that current distribution is not effected & antenna is perfectly matched for an impedance bandwidth of 3.4 GHz – 12 GHz.

2. Antenna structure

Proposed antenna is designed in three phases. In first phase a rectangle patch with partial ground is designed as shown in figure 1.In next phase a single step is created at lower edges of patch of figure 1 to match antenna for UWB bandwidth as given in figure 2 & in last phase a slot line of hat type shape is etched at centre of modified patch antenna of figure 2 and design is given in figure 3 to make it a band rejected UWB antenna.
In next phase an experiment is done by inverting the shape of slot line and an inverted hat shape slot is etched on the centre of the patch as shown in figure 4. Dimensions of antennas are listed in table 1.

The antenna is fabricated on FR4 (roger) substrate having thickness 1.6 mm & relative dielectric constant of 4.65. The area covered by antenna geometry is $30 \times 24.5 \text{ mm}^2$. The antenna is simulated on Commercial software FEKO suite 6.1, based on Method of Moment (MOM).

### Table-1

<table>
<thead>
<tr>
<th>$W_p$</th>
<th>$l_p$</th>
<th>$W_s$</th>
<th>$l_s$</th>
<th>$W_f$</th>
<th>$l_f$</th>
<th>$W_n$</th>
<th>$l_n$</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$W_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.0 mm</td>
<td>12.5 mm</td>
<td>30.0 mm</td>
<td>11.5 mm</td>
<td>6.5 mm</td>
<td>3.0 mm</td>
<td>12.0 mm</td>
<td>3.0 mm</td>
<td>3.5 mm</td>
<td>3.0 mm</td>
<td>3.0 mm</td>
<td>4.0 mm</td>
<td>0.5 mm</td>
</tr>
</tbody>
</table>

3. **Results**

The prototypes of proposed antennas are shown in figure 3 and figure 4. Figure 5 and figure 6 shows the simulated S11 (in dB) parameters of antennas. It is observed that for 3.4 GHz to 12 GHz, the return loss is much below than -10 dB. As given in fig.5 there is a smooth transition from conventional patch to band rejected printed UWB antenna, the proposed band rejected antenna shows best S11 results in simulation environment as compare to other models & it is well below -10 dB except range of 5.15 to 5.85 GHz. As shown in figure 5, the measured results of S11 is well below -10dB mark for entire range of 3.4 – 5 GHz & then it start increasing in between 5 – 6 GHz with a maximum value of 0 dB. After 5.85 GHz it starts decreasing steadily & at 6 GHz it touches to -17.5 dB. After word it maintains its level of S11 consistently in between -15 to -25 dB in between 6 – 12 GHz. The minimum value of S11 is achieved of -23.83 dB at 4.2 GHz. The figure 6 shows the simulated results S11 (in dB) of antenna shown in figure 4, which is also well below -10dB for entire range of frequency band from 3.4 – 12 GHz except band 5.1 – 5.85 GHz, as shown in figure 6. The minimum value of S11 is achieved of -36.58 dB at 11.39 GHz. As shown in figure 3 and figure 4, the design has three slots in patch geometry. By changing the area of these slots one can tune band rejection characteristics of UWB antenna. Here these dimensions are designated as $s_1$ & $s_4$. By changing these dimensions one can achieve above mentioned objective. The current distribution for proposed antennas for band rejected rectangular patch antennas is shown in Figure 7. Based on the current distribution of proposed antennas calculated by FEKO suite 6.1, we can find that the currents are concentrated near the slits at the notched frequency, while they are distributed mostly near the edges of the arms at the other frequencies. Therefore, we can expect that inserted slits have a function to notch the particular frequency band, here slot line work as stub that plays a short circuit. Therefore, it prevents the antenna from impedance matching at the notched frequency. As shown in figure 8, all the antennas exhibit omnidirectional pattern for H-plane at 3 GHz, 7 GHz and 11 GHz for each type of antenna where it is a characteristic of monopole antenna. All antennas exhibit eight shape lobe pattern for E-plane at lower frequencies as we increase frequency the lobe start tilting from $0^\circ$ towards positive side as shown in figure 8. In figure 9 simulated gain of proposed band rejected antenna (fig. 3 and fig 4) has been shown, the gain of antenna is very low & reduced at notch frequencies drastically.

4. **Conclusion**

A novel compact band notched ultra wideband rectangle printed antenna has been designed. The impedance bandwidth is much higher than required UWB band which can be used by future application of UWB systems. Moreover by visualizing radiation pattern, the proposed antenna can be effectively used for UWB applications.
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Figure 1: Current distribution on the surface of patch and ground plane for different frequencies of band rejected UWB antennas

Figure 2: Figure 1

Figure 3: Figure 1

Figure 4: Simulated return loss comparison of proposed antennas (Figure 1,2,3)

Figure 5: Simulated return loss comparison of proposed antennas (figure 1,2,4)

Figure 6: Current distribution on the surface of patch and ground plane for different frequencies of band rejected UWB antennas

Figure 7: Simulated radiation patterns in azimuth & elevation plane of proposed band rejected UWB antennas (Figure 3, 4) (in figure (a), (c), (e) for figure 3, and (b), (d) (f) for figure 4)

Figure 8: Simulated Gain (dBi) of proposed band rejected UWB antennas (Figure 3, 4)
In this paper, we propose two new ultra-wideband (UWB) antennas for UWB applications. The proposed antenna is designed to operate from 3.2 to 12 GHz. Both consist of a rectangular patch with two steps on primary radiator. To obtain band notch characteristics, in first design the three slots are orientated in hat shape where as in other design it is in form of inverted hat shape. Details of the proposed antenna designs and results are presented and discussed.

INTRODUCTION

In 2001 FCC announces the UWB band for commercial application with strong history in defense for many communication applications with broadband and spread-spectrum features in radar systems [1]. Since then researchers are doing great job to device antennas for UWB band (1.3–20 GHz) with respect to 10-dB impedance [2, 3, 4, and 5].

In this paper, we are proposing two ultra wide band antennas for UWB applications with very simplified structure. As it is evident that IEEE 802.11 WLAN occupied band between 5.15 to 5.85 GHz so to avoid the interference in case both are coexist in same scenario a band rejection characteristic has be implemented within UWB band in above mention range of frequencies. To implement such constrain we have implanted three slots in antenna geometry. The orientation of slots in one case is hat shape and in other design it is inverted. The proposed antenna consists of a rectangular patch with two steps, three slots on the patch, and a partial ground plane. Investigations based on experiments and simulations are conducted. The simulation is performed using the commercially available simulation software FEKO. The proposed antenna is successfully implemented and the simulated results show reasonable agreement within 3.2–12-GHz frequency range for return loss below -10 dB along with good band notch characteristics in between 5.15 to 5.85 GHz. Radiation patterns and gains are also examined.

ANTENNA STRUCTURE

The antenna structure consists of a stepped patch with hat shape slot at the centre of the patch. The ground plane of the antenna is partially fabricated to provide wider bandwidth. Later on the configuration of Hat shape slot is inverted which also provide approximately same performance as Hat shape slot.

Proposed antenna is designed in three phases. In first phase a rectangle patch with partial ground is designed as shown in figure 1. In next phase a single step is created at lower edges of patch of figure 1 to match antenna for UWB bandwidth as given in figure 2 & in last phase a slot line of inverted hat type is etched at centre of modified patch antenna of figure 2 and design is given in figure 3 to make it a band rejected UWB antenna. Dimensions of antennas are listed in table 1.

The antenna is fabricated on FR4 (roger) substrate having thickness 1.65 mm & relative dielectric constant of 4.65. The area covered by antenna geometry is 30 × 24.5 mm². The antenna is simulated on Commercial software FEKO suite 6.1, based on Method of Moment (MOM).
### RESULTS

The prototypes of proposed antennas are shown in figure 2 and figure 4. Figure 5 and figure 6 shows the simulated S11 (in dB) parameters of antennas. It is observed that for 3.4 GHz to 12 GHz, the return loss is much below than -10 dB. As given in fig.2 and figure 4, there is a smooth transition from conventional patch to band rejected printed UWB antenna, the proposed band rejected antenna shows best S11 results in simulation environment as compare to other models & it is well below -10 dB except range of 5.15 to 5.85 GHz. As shown in figure 5, the measured results of S11 is well below -10dB mark for entire range of 3.4 – 5 GHz & then it start increasing in between 5 – 6 GHz with a maximum value of 0 dB. After 5.85 GHz it starts decreasing steadily. After word it maintains its level of S11 consistently in between -15 to -45 dB in between 6 – 12 GHz. The minimum value of S11 is achieved of -48 dB at 11.5 GHz. The figure 6 shows the simulated results S11 (in dB) of antenna shown in figure 3 and figure 4, which is also well below -10dB for entire range of frequency band from 3.4 – 12 GHz except band, as shown in figure 6. The minimum value of S11 is achieved of -36.58 dB at 4.3 GHz.

As shown in figure 2 and figure 4, the design has three slots in patch geometry. By changing the area of these slots one can tune band rejection characteristics of UWB antenna. Here these dimensions are designated as s₁ & s₄. By changing these dimensions one can achieve above mentioned objective.

The current distribution for proposed antennas for band rejected rectangular patch antennas is shown in Figure 8. Based on the current distribution of proposed antennas calculated by FEKO suite 6.1, we can find that the currents are concentrated near the slots at the notched frequency, while they are distributed mostly near the edges of the arms at the other frequencies. Therefore, we can expect that inserted slots have a function to notch the particular frequency band, here slot line work as stub that plays a short circuit. Therefore, it prevents the antenna from impedance matching at the notched frequency. All the antennas exhibit omnidirectional pattern for H-plane at 3 GHz, 7 GHz and 11 GHz for each type of antenna where it is a characteristic of monopole antenna. All antennas exhibit eight shape lobe patterns for E-plane at lower frequencies as we increase frequency the lobe start tilting from 0° towards positive side as shown in figure 8. In figure 9 simulated gain of proposed band rejected antenna (fig.2 and fig 4) has been shown, the gain of antenna is very low & reduced at notch frequencies drastically.

### CONCLUSIONS

A novel compact band notched ultra wideband rectangle printed antenna has been designed. The impedance bandwidth is much higher than required UWB band which can be used by future application of UWB systems. Moreover by visualizing radiation pattern, the proposed antenna can be effectively used for UWB applications.

---

### Table-2

<table>
<thead>
<tr>
<th>( W_p )</th>
<th>( l_p )</th>
<th>( W_s )</th>
<th>( l_s )</th>
<th>( W_t )</th>
<th>( l_t )</th>
<th>( W_n )</th>
<th>( l_n )</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.0 mm</td>
<td>12.5 mm</td>
<td>30.0 mm</td>
<td>11.5 mm</td>
<td>6.5 mm</td>
<td>3.0 mm</td>
<td>12.0 mm</td>
<td>3.0 mm</td>
<td>3.0 mm</td>
<td>3.0 mm</td>
<td>3.0 mm</td>
<td>4.0 mm</td>
</tr>
</tbody>
</table>

---
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Figure 13: Simulated return loss comparison of proposed antennas (Figure 1, 2, 3)

Figure 14: Simulated return loss comparison of proposed antennas (figure 1, 2, 4)

Figure 15: Current distribution on the surface of patch and ground plane for different frequencies of band rejected UWB antennas

Figure 16: Simulated radiation patterns in azimuth & elevation plane of proposed band rejected UWB antennas (Figure 3, 4) (in figure (a), (c), (e) for figure 3, and (b), (d) (f) for figure 4)

Figure 17: Simulated Gain (dBi) of proposed band rejected UWB antennas (Figure 3, 4)
RADIATION PATTERN GENERATION USING A MODIFIED LEAST SQUARES METHOD

Current excitation of each active antenna element in a phased array antenna allow to generate a specific beam shape. This paper proposes the use in radar systems of an optimization method for generating a radiation pattern based on the least squares methods, besides compare this method to two distinct algorithms well spread in the literature.

INTRODUCTION

Nowadays, many systems employ phased array antennas, e.g, radio stations, space probes, meteorological radars and modern military radar systems [1]. Therefore, it has been verified an increase in researches related to this area. Since each application requires an adequate design, the appropriate geometry and the optimum current distribution of each active antenna element in a phased array antenna should be carefully studied in order to achieve maximum performance. The present work addresses only the optimization of the current distribution, because, generally, geometry characteristics have to comply with budget and hardware availability.

Phased array systems employ a set of radiating elements geometrically configured and strategically excited in order to obtain a specific radiation pattern. Each element is feed with a different amplitude and phase, conforming the resultant radiation pattern of the array. The existence of multiple elements allows to control and model the antenna pattern, more precisely, achieving lower sidelobes levels, electronic steer of the radiation pattern main lobe and nulls generation in specified directions.

For mathematical analysis purpose, each elements excitation is considered as complex variables. Thus, it is possible to derive the phase and amplitude distributions using optimization methods. Nevertheless, since each application may require a unique beam shape, there is not a single method that guarantees optimum performance for all radiation pattern generations.

Several methods have been proposed to design radiation pattern, such as analytical approaches [2], genetic algorithms [3,4] and convex optimization [5]. This paper focuses on providing the excitation vector for a linear uniform array in the horizontal plane so that the total radiation pattern results in a shape that is closest to the desired pattern as possible. In order to achieve this goal, an optimization method, primarily employed in acoustics [6], is proposed based on a modified least squares approach.

This work is divided in four sections. In Section II, a brief overview on phased array antennas is performed. In Section III, the conventional least squares method along with the proposed method, based on the former, are presented. In Section IV, simulation results are taken into consideration, performing a comparison of the proposed algorithm with the well known Woodward-Lawson method and a simple Genetic Algorithm approach. Finally, a conclusion on the performance of the proposed method is made.

LINEAR PHASED ARRAY ANTENNA

A linear uniform phased array antenna consists of active elements placed in a line and equally spaced by a distance $dx$. Once $dx$ and the kind of antenna for each element is defined, the resulting pattern generated by the array follows (1).
\[
f(\theta, \phi) = \sum_{j=1}^{n} U_j w_j e^{-j 2 \pi R_j \cos(\theta) \sin(\phi) / \lambda}
\]  

(1)

where \( U_i \) is the radiation pattern for each element \( i \), \( w_i \) is the complex excitation of each element \( i \), \( R_i \) is the distance from a fixed point to each element \( i \), \( \phi \) is the elevation of a fixed point from the horizontal plane that crosses the normal line to the antenna, \( \theta \) is the azimuth of a fixed point from the normal angle in respect to the antenna and \( \lambda \) is the transmitted/received signal wavelength.

In the present work, the phase component related to \( \phi \) can be suppressed since, for horizontal plane arrays, this component is the same to all the array elements. It is also considered that the wave is traveling from a far point ( \( R_i \gg \lambda \) ) and so, can be referred as planar.

Based on the above concerns and using matrix notation, so that it can better be applied in optimization techniques, (1) can be rewritten as (2).

\[
D = Aw
\]

(2)

where \( D \) is the radiation pattern generated by the antenna, \( w \) is the weight vector applied to each the array element and \( A \) is the isotropic element directivity pattern matrix, where the columns are the elements, from 1 to \( n \), and the lines, the elevation angles, from -90º to 90º, given by:

\[
A = \begin{bmatrix}
  a_{-90',1} & a_{-90',2} & \ldots & a_{-90',n} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{90',1} & a_{90',2} & \ldots & a_{90',n}
\end{bmatrix}
\]

(3)

Assuming \( w_j = \|w\| e^{j \alpha_j} \), it is necessary to find the values for \( \|w\| \) and \( \alpha_j \) that results in the desired pattern, given the matrix \( A \), which represents the physics model. In the present work, a modified least squares method applied to find the vector \( w \) is analyzed in order to generate a beam shape that is closest to the desired pattern \( D \) as possible.

**LEAST SQUARES ANALYSIS**

The least squares method is a linear method specially applicable when there is the need to estimate a set of variables in order to achieve a desired curve, minimizing the mean square error between the resultant curve and the desired one. Such algorithm is very popular, fast, easy to implement and widespread in the literature. Therefore, considering the element excitations as complex variables, it's verified that it is possible to derive the phase and amplitude distributions using this method.

This method minimizes the mean square difference between the calculated data and desired data, and so, the cost function can be written by

\[
J(\beta) = \sum_{n=0}^{N-1} (x[n] - s[n])^2
\]

(4)

Let \( D \) be a desired radiation pattern, \( A \) the element directivity pattern matrix shown in (3) and \( w \) the excitation current vector, then (4) can be given by

\[
J(w) = \sum_{n=0}^{N-1} (D_n - Aw)^2 \equiv (D - Aw)^T(D - Aw)
\]

(5)
The estimated vector $\hat{w}$, that minimizes equation (5) is given by [7]

$$\hat{w} = (A^T A)^{-1} A^T D$$ \hspace{1cm} (6)

This method guarantees to minimize the squared difference between the desired radiation pattern and the calculated data. However, since the beam shaping $D$ is a complex vector, the method calculates the least squared error considering both the phase and amplitude this vector. Nevertheless, in radar applications, the designer is only interested in the radiation pattern magnitude. Therefore, our focus is to determine a good estimator that synthesizes only the magnitude of the directivity pattern, followed by minimization approaches, if possible, in this nonlinear problem.

**Magnitude least squares problem**

In the previous discussion, both magnitude and phase of the desired directivity pattern were taken into account in the cost function. In this approach, phase error and magnitude error are treated equally. Thus, a better synthesize to antennas radiation pattern excludes the phase of the desired pattern from the cost function (7).

$$\min_{x \in \mathbb{C}} \| Ax \|_2^2 \equiv \min_{w \in \mathbb{C}} \sum_{i=1}^{n} (|A_i w| - |D_i|)^2$$ \hspace{1cm} (7)

This analyses is a modification of the least squares method and is called magnitude least-squares. Unlike the traditional method, it is a non-convex formulation. Therefore, it is possible that local minima exist, which can jeopardize the performance of the algorithm.

Equation (7) can be reformulated and developed as a conventional least square problem, subject to certain adjustments. Therefore, the optimization method is written as

$$\min_{w \in \mathbb{C}} \sum_{i=1}^{n} (A_i w - D_i z_i)^2$$ \hspace{1cm} (8)

where $z_i$ is a complex number on the unit circle whose phase equals $A{i}w$ phase.

Equation (8) can be solved through an iterative variable exchange method. This algorithm is ruled by the following steps [6]:

1. Choose a tolerance $\varepsilon > 0$ and a maximum number of iterations.
2. Choose any initial vector $w$.
3. Set $z_i = \frac{D_i}{|D_i|}$ for all $i$
4. Hold $z$ fixed and find a new $w$ as the solution to the equation (6)
5. Repeat steps 3 and 4 until the error decreases more than $\varepsilon$ or the number of iteration exceed the maximum iterations

It's important to observe that this method is only capable of finding local solutions, which can be optimal or not.
SIMULATIONS

Simulations were carried out in order to verify the proposed algorithm performance. In the present analyses a cosecant squared pattern was taken as a desired radiation pattern. This is a well-known shape in air surveillance radar that guarantees maximum antenna power gain associated to the horizon (φ approximately zero degrees) and decays as cosec²φ until a maximum elevation angle [8]. In this work, it was considered a maximum gain to elevation angles between 0° and 10°, following a cosec²φ from 10° until 35° and minimum levels for the others.

Two distinct algorithms were implemented, using Matlab, in order to evaluate the performance of the proposed modified least squares method. A simple genetic algorithm approach, where the individuals are double vectors that represent the amplitude and phase excitation of each antenna active element was taken into consideration. Crossover and mutation were performed on a population consisting of two hundred individuals and evolved for one thousand generations. The other approach considered in the analysis was the well-known Woodward-Lawson method [2]. The results are showed in figure 1.

![Figure 1 - Radiation pattern generation methods comparison](image1.png)

Figure 18 - Radiation pattern generation methods comparison

It is verified that all methods introduce ripples in the main lobe of the generated radiation pattern. For a better view, Figure 2 highlights the resultant pattern main lobes.

![Figure 2](image2.png)

Figure 2

CONCLUSIONS

In this paper, we have presented a modified least squares method for generation of phased array antennas radiation pattern for radar application. The proposed method is used to determine the phase and amplitude excitations of each radiation element on the array in order to achieve a desired radiation pattern.
Mathematical analysis showed that the modified least squares method focuses on minimizing the error between the absolute value of the radiation pattern achieved during the iterations and the absolute value of the desired radiation pattern. Such approach was firstly proposed to solve acoustic related problems and adapted, in present work, to phased array application. It is important to highlight that, unlike the traditional least squares methods, it is a non-convex algorithm, and result in local minima, not necessarily the optimal solution.

Simulations were carried out in order to compare the performance between the proposed method and two wide spread distinct methods employed for the same purpose: Genetic Algorithm and Woodward-Lawson approaches. Results showed that the proposed method provides the better cost effective between the three methods used.

When compared to Woodward-Lawson method, the proposed method provides a less mean square error, reducing both the ripple on the main lobe and the sidelobes levels. Furthermore, since the Woodward-Lawson method is based on a sum of sinc(x) functions, it’s performance is dependent on the sincs shapes and positions on the elevation space.

When compared to a simple genetic algorithm approach, it could be observed that genetic algorithm approach is more flexible in determining the cost function, which can be very useful if specifics constraints have to be met. On the other hand, the performance of the latter is extremely dependent on the parameters chosen for the evolution process. Thus, much more caution has to be employed during the design of a genetic algorithm approach, which can decrease significantly the algorithm performance, increasing either the execution time or the mean square error of the output.

Nevertheless, the results obtained when the proposed method is employed shows similar mean square error when compared to genetic algorithm, but an execution time far lesser, making them more attractive for radar applications that have little constraint to comply with.
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In this paper a single element rectangular patch antenna suitable for GPS applications has been developed and simulated. This antenna operates at 2.4 GHz. The antenna is simulated using IE3D simulator. The results for return loss, gain and radiation patterns are obtained. A comparison between inset feed and coaxial probe feed is demonstrated.

1. Introduction:

An antenna is a device for converting electromagnetic radiation in space into electrical currents in conductors or vice-versa, depending on whether it is being used for receiving or for transmitting, respectively.

One of the most widely used types of antenna is microstrip patch antenna. Microstrip antenna has been widely used in radio equipments from 100MHz to 100GHz, especially for the devices in the aircraft and ground portable devices. Microstrip antennas are often given priority for the application when low profile radiators are required, even if some performances are not as good as the general antennas [1].

Portable electronic devices have become part and parcel of everyday human life. Modern mobile phones are quite often carried throughout the day and they allow not just telephone calls alone but also provide internet access, multimedia, personal digital assistant and GPS functionality. This form of ‘always on’ and constantly connected status is a step towards the pervasive computing paradigm [2]. In future, a person is likely to carry a range of devices and sensors, including medical sensors which constantly communicate with each other and the outside world. It is of paramount importance to provide this functionality as unobtrusively as possible [2]. A key technology to achieve this goal is wearable electronics and antennas. For the convenience of the user, wearable antennas need to be hidden and of low profile. This requires a possible integration of these antenna elements within everyday clothing. Microstrip patch is a representative candidate for any wearable application, as it can be made conformal for integration into clothing. [3-9]

In this paper, we designed a single rectangular patch antenna. There are several software programs that can be used in design and simulated the performance of the patch antenna such as HFSS, antenna magus and IE3D which we used.

1.2 Aim and objectives:

The aim of this paper is to design wearable rectangular microstrip patch antenna, studying antenna features (i.e. directivity, gain, efficiency), at 2.45 GHz, and study the effect of antenna dimensions Length (L), Width (W) and substrate parameters relative dielectric constant ($\varepsilon_r$), substrate thickness (h) on the Radiation parameters of Bandwidth and Beam-width.

2. Antenna Design Procedure:

The geometry of a GPS antenna developed for wearable applications is shown in figure 1. In order to design this type of antenna, it is necessary to know the exact value of dielectric constant of the substrate material chosen. The permittivity of the fabric is easily extracted from the measured resonant frequency of a patch radiator designed using an assumed approximate value of the
substrate dielectric constant. The permittivity of the polyester fabric is determined as 1.44, from the knowledge of shift in measured frequency from design frequency.

![Geometry of a rectangular patch antenna for wearable application](image)

**Figure 1: Geometry of a rectangular patch antenna for wearable application.**

Initially we designed a single rectangular Microstrip patch antenna to understand the effect of its parameters.

**Dielectric Constant of the Substrate $\varepsilon_r$:**

The dielectric material that used here in my design of this Microstrip Patch Antenna is Polyester with $\varepsilon_r=1.4$. The permittivity variation is ±0.020.

- **The frequency of the operation ($f_0$):**
  The operational frequency for the Patch antenna has been selected as 2.45 GHz which is the frequency of the WLAN.

- **Height of the dielectric substrate (h):**
  The height of the antenna has been found as 2.85 mm.

The parameters of our antenna are shown below in table 1:

**Table 1: The initial parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_r$</td>
<td>1.4</td>
</tr>
<tr>
<td>H</td>
<td>2.85 mm</td>
</tr>
<tr>
<td>$f_0$</td>
<td>2.45 GHz</td>
</tr>
</tbody>
</table>

In this design, we used two feeding techniques namely (coaxial feed probe and Inset feed). We started our simulation and design with coaxial feed probe, and then we simulated the inset feed.

**2.1 Design procedure steps:**

1- **determination of the inset feed depth ($y_o$):**

The feed point must be located at that point on the patch, where the input impedance is 50 $\Omega$ for the resonant frequency.

In my study, I used trial and error methods to obtain the optimum feed depth, where the return loss is most negative.
2- Calculation for the inset feed:

- We found the value of the $W_{f1} = 0.5$ mm and $W_{f2} = 2.2$ mm.
- The value of the $y_0$ is 4 mm. As shown in the figure 2.

For probe feed:

From figure 3, we found the point that had the maximum return loss and gain is the point that has the coordinates: (2.975,-11.15)

A. 2.3 Modeling and Fabrication of antennas

The modeling of antennas is performed using Method of Moments (MoM) based IE3D simulator [11]. The parameters of the patch antenna are shown below in table 2

<table>
<thead>
<tr>
<th>Name of the antenna</th>
<th>Length ($L$) in mm</th>
<th>Width ($W$) in mm</th>
<th>$\Delta L$ in mm</th>
<th>$\varepsilon_r$ eff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polyester for Inset</td>
<td>47.9</td>
<td>55.43</td>
<td>1.73</td>
<td>1</td>
</tr>
<tr>
<td>Polyester for probe</td>
<td>48</td>
<td>55.43</td>
<td>1.73</td>
<td>1</td>
</tr>
</tbody>
</table>

3. Simulation results:

3.1 Return Loss Characteristics

The inset feed is designed to have an inset depth of 4 mm, feed line width of 2.2 mm, and feed path length of 12mm. Frequency range of (1-3) GHz is selected and 201 frequency points are selected over this range to obtain accurate results.

By using inset depth of 4mm, we got return loss of -31.25 dB which considered being good result.
The probe feeding is designed to have coordinates (2.975, -11.15), frequency range of (1-3) GHz. 201 frequency points are selected over this range to obtain accurate results.

I got return loss of -32.82 dBi which considered being good result.

**Table 3: Comparing between two feeding techniques.**

<table>
<thead>
<tr>
<th>Feeding Technique</th>
<th>Resonant frequency (GHz)</th>
<th>S11 parameter (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coaxial probe</td>
<td>2.45</td>
<td>32.82</td>
</tr>
<tr>
<td>Inset feed</td>
<td>2.45</td>
<td>31.25</td>
</tr>
</tbody>
</table>

### 3.2 Far-field Radiation Pattern Characteristics

Since a microstrip patch antenna radiates normal to its patch surface, the elevation pattern for $\phi =0$ and $\phi =90$ degrees would be important.

Figure 6 shows the radiation pattern of inset feed and the antenna gain around 2.45 GHz.

The maximum gain is obtained in the broadside and this measured to be 8.732 dBi.

Since a microstrip patch antenna radiates normal to its patch surface, the elevation pattern for $\phi =0$ and $\phi =90$ degrees would be important.

Figure 8 shows the radiation pattern of coaxial probe feed and the antenna gain around 2.45GHz.
The maximum gain is obtained in the broadside which measured to be 7.752 dBi.

<table>
<thead>
<tr>
<th>Feeding Technique</th>
<th>Gain (dBi)</th>
<th>3 dB beam-width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coaxial probe</td>
<td>7.752</td>
<td>88.54</td>
</tr>
<tr>
<td>Inset feed</td>
<td>8.732</td>
<td>82.762</td>
</tr>
</tbody>
</table>

Table 4: Gain and 3dB beam width for coaxial probe and inset feed

4. Conclusions

In this paper a single element rectangular patch antenna has been designed and simulated. Two feeding techniques namely inset and probe were investigated. The inset feed demonstrates better results for return loss, antenna radiation pattern and gain. From this work we can say that microstrip patch antenna is suitable for wearable applications.
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This work presents the main characteristics of the phase noise signals through a statistical characterization, including an analysis of the autocorrelation and cross-correlation properties.

1. Orthogonal Waveform Design

The waveform design and optimization is one of the main focus of the research in multistatic and multifunction radar [1], [7]. For example, in MIMO radar applications typically \( M \) codes are required in the set, where \( M \) is the number of transmit elements. The main requirements of a pair of signals with complex envelope \( s_i(t) \) and \( s_j(t) \) for \( i, j = 1, \ldots, M \), pulsewidth \( T \) and same power, are defined by:

- Peak Side Lobe Ratio (desired \(< -30 \, dB\)):
  \[
  \text{PSLR} = 20 \log_{10} \left( \frac{\max(s_i)}{\max_k(m_k)} \right)
  \]  
  where \( s_i = \text{sidelobe samples}, m_k = \text{mainlobe samples}. \)

- Mean Envelope to Peak Power Ratio:
  \[
  \text{MEPPR} = \frac{\int_0^T |s(t)|^2 dt}{\max(|s(t)|^2)}
  \]  

- Normalized cross-correlation (it measures the orthogonality):
  \[
  r_{ij}(t) = 20 \log_{10} \left( \frac{|R_{ij}(\theta)|}{|R_{ij}(0)|} \right)
  \]
  where \( R_{ij}(t) = \int s_i^*(\theta) s_j(t + \theta) \, d\theta \); desired \( r_{ij}(t) < -30 \, dB \).

- Spectral band occupancy. Sometimes this item is overlooked, especially when noise-like waveforms are concerned, but it is of paramount importance in most real-world radars.

Orthogonality may be easily imposed in the time and frequency domain, but these approaches can suffer from performance degradation and the orthogonality in the signal space is the preferred design option.

A good candidates to design deterministic signals that satisfy the orthogonal requirements are the well-known "up" and "down" chirp (Linear-FM and Non-LFM) [2], but in this case only one pair of signals can be defined. To obtain \( M \) pairs of signals the Costas codes represents a possible solution [3]. In addition more recent research on orthogonal signals proposed the use of normal or interleaved OFDM techniques [4]. The main limitation of the OFDM approach is due to the non-constant envelope of the signals, i.e. the transmitter does not work to the maximum power. Another class of waveforms, i.e. the Phase Noise signals, has two main advantages as compared to the signals introduced before. The former is the possibility to generate a large number of orthogonal signals, that is of great importance, for example, in MIMO radar systems. The latter is about the detectability, in fact they are random signal so they place limitation on the detection, the identification and the eventual spoofing of the signal, an element of great importance in many military applications which require low detectability of the active system. Finally the MEPPR can reach the unity.

For a phase noise signal the complex envelope can be written as:

\[
 s(t) = A \cdot \exp \{j[2\pi f_0 t + \varphi(t)]\} \cdot \text{rect}_T(t)
\]

where \( A \) is the constant amplitude, \( \text{rect}_T(t) \) is a function that is 0 outside the interval \([-T/2, +T/2]\) and 1 inside it (with \( T \) the pulse length), \( f_0 \) is the carrier frequency and \( \varphi(t) \) is the phase process modulating the noise signal \( s(t) \).
In the following we present three methods to generate the phase noise signals highlighting strengths and weaknesses.


In [5] Axelsson supposed for $\varphi(t)$ a zero-mean Gaussian process with root mean square (rms) $\sigma$ and a given power with a density spectrum within the band $b$. He showed that the normalized autocorrelation function of the signal $s(t)$ can be written in a close-form expression as:

$$R(\tau) = \exp\{-\sigma^2[1 - \rho(\tau)]\}$$  \hspace{1cm} (5)

where $\rho(\tau)$ is the correlation coefficient of $\varphi(t)$. For example $\rho(\tau) = \frac{\sin(\pi b \tau)}{(\pi b \tau)}$ for a constant spectrum within the band $b$. The autocorrelation $R(\tau)$ depends on the bandwidth $b$, on the pulse length $T$ and on the rms $\sigma$. An increase of $T$, and consequently of the compression ratio (the time-bandwidth product), causes a reduction of the range sidelobe level, whereas the mainlobe width remains fixed being independent of $T$ and dependent on $b$ only. Finally the rms $\sigma$ has two different effects. The former is on the sidelobe level: an increase of $\sigma$ brings to a decrease of the sidelobe level and so to an improvement of PSLR.

The latter concerns the resolution. The rms value in fact establishes a connection between the bandwidth of the modulated signal and the bandwidth of the modulating signal $b$. In detail, when $\sigma$ increases the final bandwidth increases too. As a consequence a high rms value gives an improved resolution (Figure 19).

![Figure 19 - Normalized autocorrelation for Phase Noise (compression ratio= 1000).](image)

In [5] a simple relation between the rms bandwidth of the phase modulated signal ($B_{rms}$) and the rms bandwidth of the phase modulating noise ($b_{rms}$) has been found:

$$B_{rms} = \sigma \cdot b_{rms}$$  \hspace{1cm} (6)

On the other hand, as regard the sidelobe suppression, the expression of the autocorrelation function introduced in [5] would show a progressive improvement of the sidelobe suppression as $\sigma$ increases. However the periodic nature of $\varphi(t)$ with a folding in the $[-\pi, +\pi]$ interval has been neglected in [5], and in reality, the introduced model can be used only for values of $\sigma$ significantly smaller than $\pi$.

The Gaussian noise, used to modulate the signal phase, is usually defined as an uniform distribution in the range $[-\pi, +\pi]$ with a standard deviation of $\pi/\sqrt{3} \approx 1.8$ rad. Therefore, if $\sigma$ is too large ($\sigma > \pi/\sqrt{3}$), the resultant phase doesn’t have a Gaussian distribution, the mathematical formulation introduced in [5] cannot be used. This is evidentiated, inter alia, in Figure 19 where the difference between Axelsson’s theory and experiments (by simulation) is clear for $\sigma = 3$.
On the other hand, in relation with real application, it would be better to generate the signal through a white Gaussian process with its in phase and in quadrature components \((I, Q)\) that are band-limited as desired. This is shown in the ensuing section.

### 3. An Iterative Algorithm to Generate Phase Noise Signals

To control the spectrum-width and to reduce the PSLR of the generated phase noise signals, we propose an iterative algorithm as shown in Figure 20. It is based on alternative projections in frequency and in time domain. The filtering is implemented in frequency domain while the amplitude limitation (ZMNL = Zero-Memory-Non-Linearity) in time domain. The input to the algorithm is a zero-mean white complex Gaussian process \((I + jQ)\) with power \(2\sigma^2\).

![Block diagram of the iterative algorithm to generate phase noise signals. Legenda: LPF = Low Pass Filter, ZMNL = Zero-Memory-Non-Linearity, Niter = number of iterations.](image)

First we consider for ZMNL a hard limiter, i.e.:

\[
I_2 = \frac{I_1}{\sqrt{I_1^2 + Q_1^2}}, \quad Q_2 = \frac{Q_1}{\sqrt{I_1^2 + Q_1^2}} \tag{7}
\]

Figure 21 shows the PSLR with respect to the number of iterations considering three different initial sequences for the white Gaussian noise. The PSLR converges after some tens of iterations to -31 dB in the best case. The PSLR varies from –25 dB to –31 dB.

Figure 22 reports an example of density spectrum in comparison with them of Linear and Non-Linear up and down chirp. The spectrum remains strictly band-limited as desired. With respect to the orthogonality property, in Figure 23 the cross-correlation is compared with a pair of generated phase noise signals. In comparison with the up and down chirp (LFM and NLFM), it results a loss of 8-10 dB.
Figure 21 – PSLR versus the number of iterations: three examples of convergence.

Figure 22 – Density spectrum of a phase noise signal with a band of 100 MHz.

Figure 23 – Normalized cross-correlation of a pair of phase noise signal with a band of 100 MHz and a compression ratio of 10000, and of a pair up and down chirp LFM and NLFM.

Considering now an amplitude soft limiter for the ZMNL (see Figure 24 for the I/O characteristic):
and indicating with $G_p$ the power gain of the Low Pass Filter of Figure 20, the Mean Envelope to Peak Power Ratio has been evaluated and it depends on the number of iterations $m$, and on the ratio $k = \frac{L}{\sigma}$ being $L$ the threshold of the soft limiter. It results [8]:

$$MEPPR = \frac{2(G_p)^{m-1}}{k^2} \left[ 1 - \exp \left( -\frac{k^2}{2(G_p)^{m-1}} \right) \right] ; \quad m = 1, 2, \ldots$$  \hspace{1cm} (8)

Figure 7 shows that only four iterations (in the worst case when $L = 5\sigma$ and the effect of the limiter is negligible) are needed to obtain a MEPPR between $-1$ dB and $0$ dB.

By increasing the number of iterations, as shown in the case of hard limiter, the PSLR decreases up to $-30$ dB circa as shown in Figure 26 for two different values of the threshold $L$.

4. Closed-form Algorithm to Generate Phase Noise Signals

This mathematical approach is based on the following considerations. For a real Gaussian process Van Vleck and Middleton [6] showed that the autocorrelation ($R_t$ with $t = t_2 - t_1$) of the
output from a hard limiter is related with the input autocorrelation \((r)\) by the well known arcsin-law:

\[ R_t = \frac{2}{\pi} \arcsin(r) \]  \hspace{1cm} (9)

Considering a complex Gaussian process, the correlation \(R_t\) after the hard limiter will be between

\[
\frac{z_1}{|z_1|} = \frac{x_1-jy_1}{\sqrt{x_1^2+y_1^2}} \quad \text{and} \quad \frac{z_2}{|z_2|} = \frac{x_2+jy_2}{\sqrt{x_2^2+y_2^2}}.
\]

\[ R_t = E \left\{ \frac{z_1^* z_2}{|z_1||z_2|} \right\} = E \left\{ \frac{x_1 x_2+y_1 y_2+j(x_1 y_2-x_2 y_1)}{x_1^2+y_1^2} \frac{1}{x_2^2+y_2^2} \right\} = u + jv \]  \hspace{1cm} (10)

where \(E\{\cdot\}\) is the statistical mean operator. Supposing a symmetrical power density spectrum with respect to the origin, the correlation is real and \(v = 0\). Equation (10) has been evaluated in [8], and it results:

\[ R_t = b_0 r + \sum_{n=1}^{\infty} b_n \cdot r^{2n+1} \]  \hspace{1cm} (11)

being \(b_0 = \frac{\pi}{4}\) and for \(n \geq 1, b_n = c_n - c_{n-1}\), where the expression of \(c_n\) is given in [8]. Figure 27 shows \(R_t\) versus the input correlation \(r\) for real and complex Gaussian process.

![Figure 27 – Output autocorrelation from a hard limiter versus the input autocorrelation.](image)

Inverting eq. (11) it is possible to pre-distort the input autocorrelation to the hard limiter to obtain a desired \(R_t\).

In a such way the requirements listed at the beginning of section I can be met with no need for iterations. In fact, (a) the output autocorrelation is chosen in order to satisfy the PSLR requirement and the spectral band requirement, (b) the MEPPR requirement is satisfied by a suitable choice of the parameter \(k\) (ref. Figure 6) of the limiter (the hard limiter being the situation \(k \rightarrow 0\)) and (c) the orthogonality is obtained by the randomness of the white Gaussian input sequence, and may be enhanced by proper choices of the generated output sequences.

5. Conclusions

Multistatic and multifunction radar call for the design of sets of orthogonal waveforms with large enough Peak-to-Side-Lobe-Ratio of the autocorrelation function, fairly good mean power to peak power ratio and assigned spectral occupancy. Having shown that there are conceptual drawbacks in the Axelsson’s method [5], we have started investigations on two new methods, i.e. a recursive and non-recursive one. Preliminary results have been presented.
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SCATTER- PLOT BASED BLIND ESTIMATION OF MIXED NOISE PARAMETERS FOR
REMOTE SENSING IMAGE PROCESSING

Mixed noise parameters are often to be estimated blindly for images acquired by multichannel remote
sensing sensors. Two approaches to carry out such an automatic estimation in spatial and spectral
domains are considered for spatially uncorrelated noise. They are analyzed for a set of test images. It
is demonstrated that the latter approach based on robust curve fitting into scatter-plot provides more
accurate estimation.

A tendency in modern remote sensing (RS) is to apply multichannel systems (sensors) placed
on-board of airborne and spaceborne carriers [1]. Examples of such RS systems are multi- and
hyperspectral sensors, dual and multi-polarization radars. Although modern RS systems have more
perfect apparatus, acquired images are in more or less degree noisy. The presence of noise affects
final results of RS data interpretation. Thus, noise type and characteristics are to be taken into
account at practically all stages of multichannel RS data processing including compression,
filtering, and classification or object detection.

A problem is that noise type and/or characteristics can be unknown or partly known in
advance. They can vary from one imaging session to another and be considerably different for
channels (components, sub-bands) of multichannel images [2]. This makes necessary estimation of
noise characteristics (and, sometimes, type) for RS data at hand.

If the number of channels is large and/or if processing is to be carried out on-board, it is
impossible to perform such estimation in interactive manner. Thus, blind (automatic) estimation is
required and it should be fast and accurate enough [2, 3]. There are quite many blind estimation
methods able to perform well enough for the case of pure additive noise (see [4] and references therein).
There are also rather efficient methods for estimating variance (or efficient number of looks) for pure
multiplicative noise [5]. However, recent thorough studies of noise characteristics in images formed by
modern sensors clearly show that noise is signal dependent (not pure additive or multiplicative) [1, 6, 7].
Then, one has to estimate dependence of local variance on local mean or parameters of a model that
describes this dependence under assumption that this noise model is valid for analyzed images.

Most of existing methods for the latter case (i.e., known and/or accepted noise model) exploit
scatter-plots of local variance estimates (depending upon local mean) obtained in scanning windows
or blocks that tessellate an entire image or its parts (detected quasi-homogeneous fragments) [5-9].
To understand the essence of these methods, it is worth stressing that local estimates of noise
variance can be normal (i.e., close to a true value for a given block) and abnormal (i.e., differing
considerably from a true value). The first type of estimates is basically obtained in image blocks
located in homogeneous regions whilst the second type of local estimates relate to blocks positioned
on heterogeneities as edges, textures, small-sized details and their neighborhoods.

Then, different operations and image/noise properties are exploited to separate normal and
abnormal local estimates or to minimize the negative influence of the latter ones on final estimates
of signal-dependent noise parameters. In particular, curve robust fitting into scatter-plots is used to
diminish the influence of abnormal local estimates [5-8]. Another approach is to somehow
determine (detect) quasi-homogeneous blocks and to form a scatter-plot using only the local
estimates for these blocks [8, 9]. Combined approaches are also possible [8]. Probably, the most
accurate estimation is provided by the method [9] that is based on fractal Brownian model and
Fisher information analysis. This allows finding scanning window positions that provide accurate
information on noise statistics. However, this technique is not fast enough.
Another approach is proposed and studied in [3, 8]. Abnormal local estimates are partly removed due to image pre-segmentation and quasi-homogeneous regions’ determination. Then, robust curve fitting into the obtained scatter-plot or determined cluster centers is carried out to reduce the influence of remainder abnormal local estimates. Double weighted fitting is recommended to improve performance. This method is fast since all the operations including pre-segmentation, discrimination map forming, local estimate obtaining, cluster center determination, and robust fitting itself are easy and fast.

However, accuracy of this approach is worth improving. The main reason of biased estimation of signal dependent noise parameters is a limited accuracy and biasedness of initial local estimates considered normal. These local estimates are obtained in spatial domain and they are essentially affected by image content (image heterogeneity in blocks). This effect appears itself most pronouncedly for highly textural images and/or if noise is not intensive.

An idea of current research is that local estimates in spatial domain can be replaced within the scatter-plot based approach by local estimates in spectral domain. Recall that blind estimation in spectral domain has been demonstrated to be less sensitive to image heterogeneity (texture) for the case of pure additive noise [3, 10] under assumption that noise is spatially uncorrelated. Note that the method [10] has not been extended to signal dependent noise case yet. Moreover, it has been shown recently that Gaussianity tests can serve for selecting orthogonal transform (for example, discrete cosine transform – DCT) coefficients that are affected by image content in the least degree [11, 12]. Then, their statistics is in the first order determined by noise statistics. This allows estimating noise variance by processing proper DCT coefficients. The goal of this paper is to check this idea and to study the performance of the corresponding estimators.

Without losing generality, let us assume that signal-dependent noise variance fits the model

\[ \sigma^2_{\text{loc}} = \sigma^2_{\text{a}} + k \sigma^2_{\text{loc}} \]

where \( \sigma^2_{\text{a}} \) denotes variance of signal-independent component and \( k \) is a parameter of signal dependent (quasi-Poissonian) component. This model fits noise statistics for new generation of hyperspectral sensors [6, 9] where the signal-dependent component is prevailing.

Component images of multichannel RS data are processed separately (this can be done in parallel). The main steps of processing are the following:

1) Carry out pre-segmentation of a given image; the method [13] that does not require a priori information on noise type and statistics can be applied for this purpose; its outcome is a pre-segmented images that usually has from five to fifteen levels;

2) Obtain a discrimination map for the segmented image; a way to do this is described in [14]; this map discrimimates blocks that can be considered quasi-homogeneous from other ones that relate to edges and textures with high probability;

3) Obtain local estimates for the detected quasi-homogeneous blocks of each level, form a scatter-plot and determine cluster-centers characterized by coordinate \( (\hat{\sigma}^2_{\text{cl}}, \hat{I}_{\text{cl}}) \) for each m-th level, \( m = 1, \ldots, N_{\text{cl}} \), where \( \hat{\sigma}^2_{\text{cl}} \) and \( \hat{I}_{\text{cl}} \) are estimates of variance and mean for the m-th cluster, \( N_{\text{cl}} \) is the number of clusters;

4) Carry out robust fitting the line \( Y = a + bX \) into a set of cluster centers and accept the determined parameters \( a \) and \( b \) as the estimates of \( \hat{\sigma}^2_{\text{a}} \) and \( \hat{k} \) for the considered model, respectively; double weighted fitting [8] has been used for this purpose; moreover, a restriction on non-negativity of both estimates has been imposed.

The difference between the earlier method [8] and the proposed approach is at stage 3. For the novel approach, the operations are the following. Suppose that one has \( N_q \) quasi-homogeneous blocks of size 8x8 pixels for an l-th level of the pre-segmented image discrimination map. Then:

1) For each q-th block \( (q = 1, \ldots, N_q) \), apply 2D DCT with getting a set of DCT coefficients \( D_q(r,s), r = 0, \ldots, 7, s = 0, \ldots, 7 \) where \( D_q(0,0) \) defines mean for a q-th block and is not used in further analysis.
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2) For each pair of \( r \) and \( s \), form a set \( \{D_q(r,s)\}, q = 1, \ldots, N_q \) and calculate the estimate \( \sigma_{rs}^2 = (1.483 \text{med} \left| D_q(r,s) \right|, q = 1, \ldots, N_q)^2 \) for this pair of \( r \) and \( s \); find the minimal estimate \( \sigma_{\text{min}}^2 \) among all pairs of \( r \) and \( s \).

3) Analyze Gaussianity of \( \{D_q(r,s)\}, q = 1, \ldots, N_q \) for each pair of \( r \) and \( s \); if the Gaussianity test is passed, remain the estimate \( \sigma_{rs}^2 = (1.483 \text{med} \left| D_q(r,s) \right|, q = 1, \ldots, N_q)^2 \) for further analysis.

4) Jointly process the remained estimates \( \tilde{\sigma}_{rs}^2 \) (this can be done by their averaging or median finding, the latter variant has been used) and, in this manner, get the estimate \( \tilde{\sigma}_m^2 \); if there are no remained estimates, then \( \tilde{\sigma}_m^2 = \sigma_{\text{min}}^2 \).

5) The estimate \( \hat{I}_{\text{clm}} \) is obtained as mean of the corresponding cluster elements after pre-segmentation.

Let us give an example of the cluster centers for the test image Airfield corrupted by mixed noise with \( \sigma_a^2 = 30 \) and \( k = 1 \). Fig 1 presents the scatter-plot of local estimates obtained in spatial domain for all possible blocks positions and the true curve \( Y = \sigma_a^2 + kX \). It is seen that there are many local estimates that are placed far from this curve, i.e. these local estimates are abnormal. The cluster centers for the method [8] are marked by red squares and the cluster centers for the proposed method based on DCT coefficient analysis are marked by green triangles. It is seen that cluster centers for the latter approach are placed, on the average, more close to the true line. This allows expecting more accurate estimation of the parameters \( \sigma_a^2 \) and \( k \).

![Fig. 1. Test image Airfield corrupted by mixed (signal dependent) noise with \( \sigma_a^2 = 30 \) and \( k = 1 \) (a) and its local variance scatter-plot with marked cluster centers (b)](image)

There are different ways to characterize performance of blind methods for mixed noise parameter estimation. One of them has been used in [8]. For each test image and used set of \( \sigma_a^2 \) and \( k \), a large number of noise realization have been simulated. The estimates \( \tilde{\sigma}_a^2 \) and \( \bar{k} \) have been obtained and processed with getting estimation bias \( \delta_{\text{var add}} \) and \( \delta_k \), estimation variances \( \sigma_{\text{var}}^2 \) and
demonstrated that in most situations \( \delta_{\text{var, add}}^2 \gg \sigma_{\text{var}}^2 \) and \( \delta_k^2 \gg \sigma_k^2 \). Thus, it is possible to pay main attention to considering estimation bias for only one realization of the mixed noise.

Since blind methods should perform well for any image under processing irrespectively to its properties (complexity), it is worth analyzing many (tens) of different test images. Such opportunity is provided by the database TID2008 [15] that contains noise-free color images to which simulated noise with desired statistical characteristics can be artificially added. Thus, the mixed noise with \( \sigma^2 = 30 \) and \( k = 1 \) has been simulated to model hyperspectral images. The estimates \( \hat{\sigma}_{\text{var}}^2 \) and \( \hat{k} \) have been obtained by separate processing of each color component of each color image in the database (totally 25 color images). The obtained estimates \( \hat{\sigma}_{\text{var}}^2 \) are shown in Fig. 2,a-c (the corresponding color for R, G, and B components), solid black lines with round markers are used for the method [8], dashed lines with square markers for the proposed method. Horizontal axis index corresponds to the test image index in TID2008. The estimates \( \hat{k} \) are shown in the similar manner in Fig. 2,d-f. Horizontal lines show the true values of the corresponding parameters of the mixed noise.

![Fig. 2. Estimates of \( \hat{\sigma}_{\text{var}}^2 \) (a - c) and \( \hat{k} \) (d - f) for the proposed method and method [8] obtained for test images from TID2008 database](image)

Before starting analyzing the obtained data, it is worth mentioning that the images # 1, 5, 13, 14, and 18 are the most textural in the database TID2008.

Analysis shows the following. First, for the method [8], there are several cases when the estimates \( \hat{\sigma}_{\text{var}}^2 \) are equal to zero, i.e. imposed limitations act. This happens twice for the red component (Fig. 2,a) and once for the blue component (Fig. 2,c).

There are also considerably biased estimates for several images where the largest is the error for the test images # 8 and 13. Although the estimates \( \hat{\sigma}_{\text{var}}^2 \) for the proposed method are considerably biased for these images as well, the estimation errors are smaller. For other test images which are less complex (textural), both methods produce the estimates of comparable accuracy.

The estimates \( \hat{k} \) also have several “outliers” and they mostly happen for the most textural test
images. Meanwhile, the estimates \( \tilde{k} \) for the proposed method are, on the average, more accurate than for the method [8].

One more interesting tendency can be observed. If an estimate \( \tilde{\sigma}^2_a \) is larger than the true value, then the corresponding estimate \( \tilde{k} \) is, most probably, less than the true value of \( k \). This shows that the estimates \( \tilde{\sigma}^2_a \) and \( \tilde{k} \) are mutually dependent where correlation coefficient for them is less than unity. More detailed analysis is worth performing in future.

Therefore, the proposed method allows obtaining more accurate estimation of cluster centers. In turn, this leads to higher accuracy of estimating the mixed noise parameters especially for highly textural images. One drawback of blind estimation methods operating in spectral domain is that they produce considerably biased local estimates if noise is spatially correlated. Thus, our future research will be focused on finding ways to avoid this drawback.
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NEURAL NETWORK BASED EDGE DETECTION IN PREFILTERED SAR IMAGES

A task of edge detection in one-look SAR images is considered. It is proposed to apply the local statistic Lee filter first and then to use a neural network (NN) trained beforehand for test images. Three local parameters defined in 5x5 scanning windows are exploited as NN inputs. ROC curves are presented demonstrating advantages of the proposed approach. Real-life image examples illustrating the obtained results are presented.

SAR imaging from airborne and spaceborne platforms has gained popularity due to its ability to provide remote sensing (RS) data in all-weather conditions during day and night [1]. Another advantage of SAR systems is high spatial resolution reaching 2m x 2m and even better. Such limit resolution is reached if an SAR operates in one-look mode. However, in this case, acquired images are corrupted by fully developed speckle that considerably deteriorates their quality and makes problematic solving further tasks of image processing and interpreting.

Edge detection is a basic operation in SAR image processing applied directly or indirectly for image filtering and segmentation. Reliable detection of edges and other heterogeneities [1-4] is not an easy task (especially if edge contrasts are low) due to several factors. The first factor is intensive multiplicative noise present in SAR images. The second factor is non-Gaussianity of speckle probability density function (PDF). The third factor is spatial correlation of speckle often present in real-life data [1, 4]. Recall that most edge and heterogeneity detectors are designed under assumption of pure additive, Gaussian and spatially uncorrelated noise [5, 6].

One considerable smaller number of edge detectors can be applied for the considered case of real-life speckle. One way is to apply variance stabilizing transform (of logarithmic type) to convert an image corrupted by pure multiplicative noise to the corresponding image corrupted by additive noise [9]. However, although noise becomes additive, it is not Gaussian [1] and still spatially correlated. Another way is to modify edge detectors to account for multiplicative nature of speckle. This can be done by normalizing local statistics by local mean, squared local mean or some other parameters [4, 7]. Meanwhile, for all modified edge detectors, there are certain advantages and drawbacks. The main problem is in detection of edges and small details with low contrast.

One possible solution is to apply few elementary edge detectors (EEDs) and to aggregate their outcomes by preliminarily learnt neural network [8]. The NN-based detector [8] has demonstrated itself to provide improved detection of low contrast edges and fine details under condition that used elementary detectors are efficient enough. Three EEDs selected after several trials [8] are relative variance [3, 5], Harris edge detector [9], and an edge detector based on comparison of discrete cosine transform (DCT) coefficient amplitudes to certain thresholds. All elementary detectors operate in 5x5 scanning windows (SW).

In spite of the provided benefits, better detection is still desirable. Our idea is that further improved performance of a NN-based detector can be achieved if an SAR image is pre-filtered properly. Thus, this paper deals with studying this opportunity.

Image model and training set forming

For performance analysis of different edge detectors and training set forming, we have created several test images with different edge contrasts where speckle is modeled as Rayleigh-distributed i.i.d. random values. Speckle is modeled as pure multiplicative noise with $\mu_{ij} = 1$ (i and j denote pixel indices) and speckle variance $\sigma^2 = 0.273$ that corresponds to one-look amplitude SAR data.
Most existing edge detectors possess high computational efficiency. Thus, for an NN detector to be designed it is desirable to provide high computational efficiency as well. This could be achieved if the following requirements are satisfied:

- pre-filtering is fast;
- elementary edge detectors are simple enough and are able to operate in parallel;
- pre-filtering process and edge detection can be carried out in a pipeline manner;
- a NN has a simple structure and it is able to work fast after training.

Among filters that meet the above requirements, mean and median filters could be recalled. Both of them are capable to suppress multiplicative noise. However, these methods have a significant drawback: edges and fine details of a processed image are smoothed (for the mean filter) or even removed (for the median filter) after such pre-processing. This means that useful information of the image can be lost and it is undesirable in edge detection task.

Thus, another filtering method which should preserve edges and, at the same time, perform efficient noise suppression is needed. For this purpose, one can apply some locally adaptive algorithm. In particular, this can be local statistic Lee or Frost filters [1]. We prefer to exploit the former one because it is faster. This filtering algorithm uses the relative local variance (RLV) as a local activity parameter. RLV is quite sensitive to low-contrast edges.

Efficiency analysis of several EEDs applied to original images has been carried out in [8]. However, image pre-filtering alters noise properties. Therefore, additional analysis of EED properties should be performed for this case. All EED outputs are calculated in 5x5 SW. For experiments, we have chosen the following four EEDs [8]:

\[ RLV: \delta_{ij} = \sigma^2_{ij} / (\sigma_{ij}^2 T_{ij}) \]

where \( \sigma^2_{ij} \) is the local variance in a given SW; \( T_{ij} \) is the local mean;

\[ Quasirange \ (QR) \ [2]: QR_{ij} = \left( \frac{I^{(q)}_{ij} - I^{(p)}_{ij}}{I^{(q)}_{ij} + I^{(p)}_{ij}} \right), \quad q = 20, p = 6 \]

where \( I^{(q)}_{ij} \) and \( I^{(p)}_{ij} \) are q-th and p-th order statistics, respectively;

\[ Ratio-based Harris edge detector \ [9]: \] the ratios of the means in four directions in 5x5 SW are calculated; these values are used for calculation of the final output: \( R_{ij} = \min(R_1, R_2) \), where

\[ R_1 = \text{Det}(M_1) - k \cdot \text{Tr}^2(M_1), \quad R_2 = \text{Det}(M_2) - k \cdot \text{Tr}^2(M_2), \]

\( k \) is empirical constant (\( k=0.04 \) in our experiments); \( M_1 \) and \( M_2 \) are calculated as:

\[ M_1 = \begin{bmatrix} I_h^2 & I_h I_v \\ I_h I_v & I_v^2 \end{bmatrix}, \quad M_2 = \begin{bmatrix} I_{md}^2 & I_{md} I_{ad} \\ I_{md} I_{ad} & I_{ad}^2 \end{bmatrix}, \]

\( I_h, I_v, I_{md}, I_{ad} \) are the ratios of means in different SW parts (left and right, top and bottom, under the main diagonal and upper the main diagonal, under the side diagonal and upper the side diagonal, respectively);

\[ DCT-based edge detector: \] edge detection principle consists in the following - DCT-spectrum in a given SW is calculated; if the window is located on an edge, there is a larger number of DCT-coefficients that exceed a certain threshold than mean number of such DCT coefficients for SWs in homogeneous regions; in our experiments, the threshold for this type of noise is set as \( 0.8\hat{I}_{ij} \approx 1.6I_{ij}\mu \).
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As a basic criteria of any edge detector efficiency, the dependence of correct detection probability $P_{cd}$ on false alarm rate $P_{fa}$ [1] (the so-called ROC) is used. For ROC curve obtaining, the number of correct outputs in edge neighborhoods with all possible contrasts of a test image used (just for one pixel left and right from the edge in our case) is to be calculated first. This number is then normalized by the total number of edge neighborhood pixels. The estimation of false alarm rate $P_{fa}$ is carried out in homogeneous regions of the test image by calculating the total number of alarms and dividing it by the total number of pixels in these regions. For the EEDs described above, these dependences are presented in Fig. 2. Their analysis shows that all parameters have approximately the same efficiency for the considered type of noise.

In addition, edge detector efficiency can be characterized by dependences of correct detection probability on contrast. $P_{cd}$ is calculated the same way as described above. The contrast value is obtained for clear test images as ratio of intensity value from one side of the edge to intensity from another. Contrast is always positive which means that a larger intensity is divided by smaller. For the same detectors, these curves are shown in Fig. 3.

![ROC curves for described detectors](image1.png)

![Probability of correct detection on contrast dependences](image2.png)

The presented dependences show that for all detectors the contrast about 4.5..5 is enough for reliable edge detection (with $P_{cd} \rightarrow 1$). The exception is the DCT-based EED that needs the smaller contrast (about 2.5..3) to produce the same results.

All the considered parameters have better results for filtered images than being applied to original data. Thus, it can be expected that their output joint processing by a trained NN will be able to produce better results than the similar edge detector [8] designed for non-filtered images.
Neural network features

For our experiments, a feed-forward NN similar to that one used in [8] has been designed. There is also description of structure features and training procedure in [8]. Here, we just notice specific features of this NN.

The NN is designed to recognize two classes: “edge” and “homogeneous region” and consists of 3 layers. There are 4 neurons in the input layer that correspond to input local parameters’ number, 5 neurons in the hidden layer (defined by empirical rules), and 2 neurons in the output layer (appropriate to defining classes). The NN structure is presented in Fig. 4.

We have used supervised learning for test images to train the NN (specifically the back propagation algorithm). The training set is formed of vectors of four EED outputs for 5x5 fragments of the test images. Also, it should be noticed that input parameters are based on different image features: the RLV and QR use spatial statistics, the Harris edge detector employs geometrical features and the DCT-based detector takes into account spectral statistics. This makes our NN detector able to combine all of these features and also to be invariant to the edge direction.

Obtained results

The obtained edge maps for neural detector are presented in Fig. 5. It is seen that low-contrast edges are more distinguishable than for the edge maps for the NN detector designed without pre-filtering. The practically significant values of false alarm rate and the corresponding values of probability of correct detection are shown in Table 1. The results for the neural detector without preliminary filtering are presented as well. The ROC curves are given in Fig. 6. Their analysis shows that with preliminary filtering a significant increase of probability of correct detection is provided (about 0.2…0.4 for the most important false alarm rate values of 0.1…0.2). The curve for the proposed method is now higher than the other ones, especially in regions that correspond to the contrasts of 1.2..2.5 which are the most important for solving practical problems.

### The edge detectors work results

<table>
<thead>
<tr>
<th>P_f</th>
<th>RLV</th>
<th>QR</th>
<th>Harris detector</th>
<th>DCT-based detector</th>
<th>Neural detector (with pre-filtering)</th>
<th>Neural detector (without pre-filtering)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.79</td>
<td>0.72</td>
<td>0.73</td>
<td>0.71</td>
<td>0.87</td>
<td>0.49</td>
</tr>
<tr>
<td>0.2</td>
<td>0.87</td>
<td>0.83</td>
<td>0.82</td>
<td>0.85</td>
<td>0.93</td>
<td>0.73</td>
</tr>
<tr>
<td>0.4</td>
<td>0.94</td>
<td>0.91</td>
<td>0.89</td>
<td>0.91</td>
<td>0.97</td>
<td>0.88</td>
</tr>
</tbody>
</table>
The proposed method of joint analysis of several local parameters using neural network is proposed. It is shown that preliminary filtering of images corrupted by intensive noise could improve the detection performance not only for all considered local parameters but, substantially, for the neural network edge detector. The most important achievement is that detection of low-contrast edges and fine details is significantly improved. This allows expecting better edge/detail preservation at further stages of image processing (filtering, pattern recognition).

Conclusions

The efficiency of our approach can also be proved visually. In Fig. 7, there are edge maps for real SAR-images after filtering for the proposed method and for the RLV for comparison. The speckle in these images has spatial correlation and the NN has been trained for images without it. Therefore, we have carried out preliminary decimation by two times for both coordinates. The obtained results demonstrate that the NN detector can localize edges and fine details with better accuracy and

Fig. 5 Edge maps for neural detector without (a) and with (b) preliminary filtration also it better detects low-contrast edges.

Fig. 6 The ROC curves
References

MODELLING AND REGRESSION APPROXIMATION OF DEPENDENCE OF AN OPTIMAL SMOOTHING PARAMETER ON THE SAMPLE SIZE FOR KERNEL PROBABILITY DENSITY ESTIMATION

The substantiation of a choice of the smoothing parameter for kernel approximation of probability density is brought in this work. The optimising problem of search of the smoothing parameter by the set criterion is formulated. The software allows to model random variables with any truncated probability density function.

Kernel probability density function (PDF) estimation on experimental data \( \eta_0, \ldots, \eta_{N-1} \) are widely used in the assumption of its continuity and smoothness [1]. This estimation looks like

\[
f_h^*(x) = \frac{1}{N \cdot h} \sum_{n=0}^{N-1} K\left( \frac{x - \eta_n}{h} \right), \tag{1}
\]

where \( K(x) \) – is the kernel function, possessing property

\[
\int_{-\infty}^{\infty} K(x) dx = 1, \tag{2}
\]

\( N \) – is the sample size, \( h \) – is the smoothing parameter or scale parameter, \( \eta \) – is the sample of a random variable.

Rectangular and Gaussian kernels

\[
K(x) = \begin{cases} 
0.5 & \text{if } -1 \leq x \leq 1, \\
0 & \text{otherwise}; 
\end{cases} \tag{3}
\]

\[
K(x) = \frac{1}{\sqrt{2 \pi}} \cdot \exp \left( -\frac{x^2}{2} \right) \tag{4}
\]

find a wide application at construction of kernel estimations.

Quality of the estimation (1) depends on value of smoothing parameter \( h \). Criterion of quality in this work is an intersection of areas under theoretical PDF \( f(x) \) and its estimation \( f_h^*(x) \). The criterion essence is clear from fig. 1.

![Fig. 1. An intersection of areas under theoretical PDF and its kernel estimation](image)

We define a problem of search of optimum smoothing parameter for the specified sample size at kernel probability density estimation by a method of statistical modelling.

Let there is an one-dimensional theoretical probability density with the given necessary parameters \( f(x, a_0, a_1, \ldots, a_{K-1}) \). This function is truncated at the left and on the right to borders \( x_{\min} = F^{-1}(\alpha_L) \) and \( x_{\max} = F^{-1}(\alpha_R) \) accordingly, where \( F^{-1}(\alpha) \) – inverse function to probability
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distribution function (quantile function). Borders are chosen so that the probability density normalizing condition with the chosen accuracy was satisfied. On Neumann's method (a principle of Monte-Carlo) the sample of random numbers of size $N$ is generated, which distributed under the given theoretical distribution law. It also will be an initial material for modelling.

On the obtained sample the kernel estimation of PDF is constructed at the given smoothing parameter $h$ and the value of quality criterion is calculated

$$ R(h) = \int_{x_{\min}}^{x_{\max}} \min \left( f_{h}^{*}(x), f(x) \right) dx. \quad (5) $$

Further the such value $h_{opt}$ is found at which the maximum of criterion (5) is achieved.

On the obtained dependence of optimum smoothing parameter on sample size the regression model is constructed by the method of least squares.

Let's bring results of modelling (fig. 2) for normal probability density with mean $\mu = 0$, and standard deviation $\sigma = 1$ at following parameters:

1) a minimum and maximum value of $x$ variable of theoretical probability density $f(x)$ – $x_{\min} = F^{-1}(0.001)$, $x_{\max} = F^{-1}(0.999)$;
2) a number of discretization intervals of the kernel and theoretical probability density (for numerical integration) – $100$;
3) a method of numerical integration (at calculation of intersection of areas) – middle rectangles;
4) a kernel – $K(x) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{x^2}{2} \right)$;
5) a quantity of samples – $10$;
6) a maximum sample size – $10\,000$;
7) a search method of maximum in functional dependence (5) – a golden section.

The search accuracy of maximum in function $R(h)$ on the segment $[h_{\min}; h_{\max}]$ is $\varepsilon = 1 \cdot 10^{-3}$. The segment $[h_{\min}; h_{\max}]$ is selected thus that quantity of intervals of discretization of kernel probability density was enough for correct execution of numerical integration.

In the given work the regression model [2] has been fitted, which enough precisely approximates dependence of optimum value of scale parameter on sample size

$$ h_{opt}(N) = \frac{a}{\log_{10}(N + c)} + b. \quad (6) $$
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Such probability densities have been involved in modelling: Beta, Cauchy, Chi-squared, Exponential, F, Gamma, Logistic, Log-Normal, Normal, Rayleigh, Student's T, Uniform, Weibull. Let's bring the table with various distributions and formulas for $h_{opt}(N)$

**Table 1**

<table>
<thead>
<tr>
<th>№</th>
<th>Probability density name</th>
<th>Probability density function $f(x)$</th>
<th>Probability density parameters</th>
<th>Probability density domain</th>
<th>Regression approximation of dependence $h_{opt}(N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Beta</td>
<td>$f(x) = \frac{\Gamma(s_1 + s_2)}{\Gamma(s_1)\Gamma(s_2)}\frac{1}{x} (1 - x)^{s_2 - 1}$</td>
<td>$s_1 := 2$</td>
<td>$s_2 := 2$</td>
<td>$s_{min} = F^{-1}(0.001)$, $s_{max} = F^{-1}(0.999)$</td>
</tr>
<tr>
<td>2</td>
<td>Cauchy</td>
<td>$f(x) := \frac{x}{\pi s\left[1 + \left(\frac{x}{s}\right)^2\right]}^{-1}$</td>
<td>$s := 1$</td>
<td></td>
<td>$h_{opt}(N) = 0.516\ln(10)\ln(N + 1.832) + 0.402$</td>
</tr>
<tr>
<td>3</td>
<td>Chi-squared</td>
<td>$f(x) := \frac{d}{2\Gamma\left(d/2\right)}\left(\frac{x}{2}\right)^{d/2 - 1}$</td>
<td>$d := 10$</td>
<td></td>
<td>$h_{opt}(N) = 8.834\ln(10)\ln(N + 1.769)/0.838$</td>
</tr>
<tr>
<td>4</td>
<td>Exponential</td>
<td>$f(x) := e^{-x}$</td>
<td>$r := 1$</td>
<td></td>
<td>$h_{opt}(N) = 0.559\ln(10)\ln(N + 3.015)/0.12$</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>$f(x) := \frac{d!^{0.5}d_1!^{0.5}d_2!^{0.5}}{\Gamma\left(d_1 + d_2\right)}\left(\frac{d_1 + d_2}{2}\right)^{0.5\left(d_1 - 2\right)}\left(\frac{d_2 + d_1}{2}\right)^{0.5\left(d_1 + d_2\right)}$</td>
<td>$d_1 := 10$</td>
<td>$d_2 := 10$</td>
<td>$s_{min} = F^{-1}(0.001)$, $s_{max} = F^{-1}(0.999)$</td>
</tr>
<tr>
<td>6</td>
<td>Gamma</td>
<td>$f(x) := \frac{x^{s - 1}e^{-x}}{\Gamma(s)}$</td>
<td>$s := 2$</td>
<td></td>
<td>$h_{opt}(N) = 0.919\ln(10)\ln(N + 4.01)/0.088$</td>
</tr>
<tr>
<td>7</td>
<td>Logistic</td>
<td>$f(x) := \frac{e^{-\left(x + 1\right)}}{s\left(1 + e^{-\left(x + 1\right)}\right)}$</td>
<td>$s := 1$</td>
<td></td>
<td>$h_{opt}(N) = 1.364\ln(10)\ln(N + 3.887)/0.041$</td>
</tr>
<tr>
<td>8</td>
<td>Log-Normal</td>
<td>$f(x) := \frac{1}{\sqrt{2\pi}\sigma}\left[\frac{1}{2\sigma^2}\ln\left{\frac{\ln\left(x\right) - \mu}{\sigma}\right}\right]$</td>
<td>$\mu := 0$</td>
<td>$\sigma := 1$</td>
<td>$s_{min} = F^{-1}(0.001)$, $s_{max} = F^{-1}(0.999)$</td>
</tr>
<tr>
<td>9</td>
<td>Normal</td>
<td>$f(x) := \frac{1}{\sqrt{2\pi}\sigma}\left[\frac{2}{2\sigma^2}\left(x - \mu\right)^2\right]$</td>
<td>$\mu := 0$</td>
<td>$\sigma := 1$</td>
<td>$h_{opt}(N) = 0.841\ln(10)\ln(N + 4.719)/0.021$</td>
</tr>
<tr>
<td>10</td>
<td>Rayleigh</td>
<td>$f(x) := \frac{2}{\sigma}\left[\frac{2}{2\sigma^2}\left(x\right)^2\right]$</td>
<td>$\sigma := 1$</td>
<td></td>
<td>$h_{opt}(N) = 0.534\ln(10)\ln(N + 4.499)/0.015$</td>
</tr>
<tr>
<td>11</td>
<td>Student's T</td>
<td>$f(x) := \frac{d + 1}{\sqrt{\pi d}}\left[\frac{1}{\sqrt{d}}\left(x + \frac{d}{2}\right)\right]^{-0.5\left(d + 1\right)}$</td>
<td>$d := 10$</td>
<td></td>
<td>$h_{opt}(N) = 0.782\ln(10)\ln(N + 3.6)/2.83 \times 10^{-3}$</td>
</tr>
<tr>
<td>12</td>
<td>Uniform</td>
<td>$f(x) := \frac{1}{bu - au}$</td>
<td>$au := -0.5$</td>
<td></td>
<td>$h_{opt}(N) = 0.233\ln(10)\ln(N + 2.853)/0.045$</td>
</tr>
</tbody>
</table>
For an example with normal density \((\mu = 0, \sigma = 1)\) the parameters of regression model will be the following: \(a = 0.841, b = -0.021, c = 4.719\).

**Conclusions**

For each kind of probability density function there is a dependence of optimum smoothing parameter of a kernel estimation of this density on the sample size of experimental data.

At construction of kernel estimation the choice of optimum smoothing parameter of probability density function should be made proceeding from a priori information on a kind of this density.
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COMPENSATION OF RADIATION DAMAGE IN THE INTEGRATED CIRCUITS ON MOS TRANSISTORS

Major changes when radiation damage of MOS transistors is found in threshold voltages. These changes can be used to their mutual compensation.

This approach allowed to develop the inverter on the MOS transistors [1,2], characterized by the high radiation resistance (Fig.1). As you can see, this converter excluding the active load transistors, has an additional MOS transistor and three resistors that are insensitive to radiation. The one terminal of the resistor R1 is connected to a common power bus and the other terminal to the common substrate of the active load transistors and the source of the additional MOS transistor. Drain of an additional transistor is connected to the other common power bus. The gate of the additional transistor is connected to a common point between the other two resistors forming a voltage divider between the power buses. It should be noted that all the transistors are identical; they are produced in the same technological cycle that causes the same change in the threshold voltages. Therefore, in the proposed scheme the similar changes in the threshold voltage of MOS transistor and of an additional MOS transistor inverter (active and load transistors) will compensate each other. This is the reason for the increase of MS of the proposed inverter as shown by experimental results.

The compensation of the threshold voltage of MOS transistors is limited by the value of the inverter’s power supply voltage. For correct operation of the inverter it is necessary to choose the voltage divider resistors R2 and R3 so that the voltage on the gate of the transistor T3 provides the beginning stage of the transistor opening. Resistor R1 must provide the voltage drop changes on the transistor that are proportional to the positive charge changes in the gate dielectric device, i.e. the threshold voltage of MOS transistors.

It should be noted that the circuit shown in Figure 1 is valid for n-channel transistors. For p-channel transistors, the connection to the external power supply is necessary (Fig. 2). Resistor values of the voltage divider R2 and R3 in this scheme must satisfy the condition of the maximum opening of an additional transistor T3. At the same time the positive power supply is connected to the resistor R1. Under the influence of the penetrating radiation, the accumulation of positive charge in the dielectric leads to the threshold voltage increase of the p-channel transistors and to the decreasing current flowing through the transistor T3. This, in turn, leads to the increase in the voltage drop across the transistor T3, i.e. to the increase in the positive potential at its source and to the decreasing the voltage drop across the resistor R1. The resistor R1 should be chosen so that the decreasing of voltage drop across the R1 would be inversely proportional to the increase of positive charge in the dielectric.
The proposed scheme of the MOS transistors threshold voltage changes compensation during irradiation, implemented for the inverter can be used for any integrated circuit on MOS transistors [3]. It is enough to produce the main integrated circuits (IC) crystal, additional MOS transistor and three resistors on the same substrate and in the same technological cycle [3] when realization of IS on the MOS transistors taking into account the proposed method of mutual compensation of the changes in threshold voltages during irradiation. The resistors should be isolated from each other and from the main crystal. During metallization the one terminal of the first resistor should be connected to the common (negative) power bus. Another terminal of the first transistor should be connected to the main crystal substrate and to the source of additional MOS transistor. The additional MOS transistor drain should be connected to another common power contact. The additional MOS transistor gate should be connected to the common point between the other two resistors forming a voltage divider between the power buses. This realization of IS on the n-channel MOS transistors must lead to the mutual compensation of the additional changes in the threshold voltages of the additional transistor and the transistors of the basic crystal circuit. In case of the IS on the p-channel MOS transistors, the elements connection during metallization is shown in Figure 2.

In is more difficult to realize the mutual compensation of the threshold voltage changes during irradiation in a CMOS IC. However, in this case the implementation of the proposed method is possible as well. For this purpose it is necessary to provide the connection of all substrates of MOS transistors located in the pockets when metallization. The two additional transistors of different
conductivity should be used instead of one additional transistor and connect them as it was discussed above. For example, it is possible to use the connection shown in Fig. 3 [4] for the inverter on CMOS transistors.

![Inverter on CMOS transistors characterized with increased radiation resistance.](image)

Thus, the mutual compensation of the threshold voltage changes of MOS transistors during irradiation can be realized with proposed methods for both MOS IC, and CMOS IC.

The efficiency of the proposed inverter in the fields of radiation emission has been investigated with various settings that simulate effects of impulsive type, and continuous emissions. The experimental dependences of the threshold voltage changes of MOS transistors, obtained under the action of γ-rays, fast electrons and neutrons are shown in Fig. 4, 5 and 6 respectively. From the analysis of the dependencies it can be concluded that the threshold voltage of the MIS transistors are the most sensitive to the effects of γ-rays and fast electrons. From the Figure 4 it can be concluded that the initial values of the threshold voltages $u_o$ can be used for the transistors rejection, i.e., the smaller the initial value of $u_o$, the higher the radiation resistance of MIS transistors p-channel are.

Experimental studies of this stage were appointed to determine the dependences of the threshold voltages changes of MOS transistors on integrated fluxes of different radiation types.

![Experimental dependences of the threshold voltages changes of MOS transistors on integrated flux of γ-rays.](image)
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The transistors provide a gain in the threshold voltage by the fact that the growth of voltage from the substrate pulls on a charge carriers. This leads to the decreasing effect of the positive charge accumulated in the oxide of silicon (in the gate dielectric). It is possible to say that effect of the positive charge accumulated in the oxide of silicon is compensated. In general, this effect leads to the increase in radiation resistance of integrated circuits on MOS transistors.

Studies aimed at the growing increase in radiation resistance of semiconductor electronic circuits resulted in patents [5, 6]. The first is "Method of manufacturing CMOS integrated circuits", which proposes to produce p-channel over the n-channel transistors using the common gate between them. These achieved by technological operations of films deposition of amorphous silicon, silicon oxide and metal. The second is "Complementary Transistors". The second proposes to use the p-

Figure 5. Experimental dependence of the threshold voltage changes of the MOS transistor on the integrated flux of fast electrons.

Figure 6. Experimental dependence of the threshold voltage changes of the MOS transistor on the integrated flux of fast neutrons.

The study of the operability of the proposed inverters (Fig. 1), performed on three MOS transistors shows that their quality in comparison with the conventional is higher: sharper fronts of the pulses. The electron irradiation reveals that the parametric compensation from the substrate provides a gain in the threshold voltage of the main transistor operating in active mode. This is explained by the fact that the growth of voltage from the substrate pulls on a charge carriers. This leads to the decreasing effect of the positive charge accumulated in the oxide of silicon (in the gate dielectric). It is possible to say that effect of the positive charge accumulated in the oxide of silicon is compensated. In general, this effect leads to the increase in radiation resistance of integrated circuits on MOS transistors.

Studies aimed at the growing increase in radiation resistance of semiconductor electronic circuits resulted in patents [5, 6]. The first is "Method of manufacturing CMOS integrated circuits", which proposes to produce p-channel over the n-channel transistors using the common gate between them. These achieved by technological operations of films deposition of amorphous silicon, silicon oxide and metal. The second is "Complementary Transistors". The second proposes to use the p-
channel and n-channel transistors in the single crystal on the basis of silicon, gallium arsenide, gallium phosphide, silicon carbide or other wide-gap material. The one of the transistors is close and another is open if any signal on the common gate. Usually when zero signal influence the n-channel transistor is closed and p-channel is open. When positive pulse signal influence the n-channel transistor is open, and p-channel is closed. It should be noted that the gate of n-channel transistor must not be open. It should be noted that the field-effect transistors with controlled p-n junction have high radiation resistance. It is about 1 ÷ 2 orders higher than bipolar transistors magnitude and 3 ÷ 4 orders higher than that of MIS transistors. The proposed "complementary transistors" allows to create energy-efficient integrated circuits, such as CMOS integrated circuits, but without the silicon oxide film. The silicon oxide film reduces the radiation resistance sufficiently.

Regarding "Method of manufacturing CMOS integrated circuits" we can say that they cannot show latch-up effect, as the p-channel and n-channel transistors in these structures are sufficiently insulated with a thick layer of silicon oxide. The high radiation resistance is proved by the fact that these transistors are produced using the films of hydrogenated and fluorinated amorphous silicon.

Conclusions

1. Radiation resistance of the IC on MOS transistors can be greatly enhanced with the help of the circuit design, in which the same changes in threshold voltage of MOS transistors compensate each other.
2. We propose the construction based on the controlled p-and n-channel transistors of complementary structure that increase the radiation resistance and energy efficiency of the IS.
3. Method of manufacturing CMOS integrated circuits that help to reduce the probability of thyristor effect was proposed.
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SINGLE-LEVEL MODEL FOR SIMULATION OF THE EFFECT OF ELECTRON IRRADIATION ON TRANSISTORS

In this work the single-level model for determination of the constant of radiating change of lifetime of minority carriers in the base of n-p-n transistors is developed. DLTS spectra in the base area of n-p-n transistors are modeled, and results of calculations are obtained and discussed.

I. INTRODUCTION

Radiating effect in semiconductor devices leads to degradation of almost all parameters of bipolar transistors. Among these parameters the base current transmission static coefficient is changed most significantly. These changes are caused by the fact that irradiation leads to change of lifetime, concentration and mobility of charge carriers at various areas of a semiconductor devices. In this work the single-level model for determination of the constant of radiating change of lifetime of minority carriers in the base of n-p-n transistors is developed, DLTS spectra in the base area of n-p-n transistors are modeled, and results of calculations are obtained and discussed.

II. MODELING

Thus in silicon at the levels of an alloying corresponding to the base areas of transistors, the lifetime of non-basic charge carriers changes quite strongly. For this it is possible to use the expression

\[ \frac{1}{\tau_\phi} = \frac{1}{\tau_0} + K_\tau \Phi, \]

where \( K_\tau \) is the proportionality factor defining the rate of changes of lifetime of non-basic charge carriers irradiation (a constant of radiating change of lifetime of charge carriers); \( \Phi \) is an integrated stream of radiation; \( \tau_0 \) is an initial value of lifetime of charge carriers in different structure areas.

In the given expression it is difficult to define the value of a constant of radiating change of charge carries lifetime. For this purpose it is possible to use two-level model of the Messenger that is true for a neutron irradiation [1].

Single-level model is possible to use for simulation of influence of an electronic irradiation:

\[ K_\tau = \left( \frac{1}{CR_p} \frac{n_0 + n_e + \Delta n}{n_0 + p_0 + \Delta n} + \frac{1}{CR_n} \frac{p_0 + p_e + \Delta p}{n_0 + p_0 + \Delta n} \right)^{-1} \]

where

\[ n_e = N_e \cdot \exp \left( -\frac{\varphi_e - \varphi_T}{\varphi_T} \right), \]

\[ p_e = N_p \cdot \exp \left( -\frac{\varphi_e - \varphi_T}{\varphi_T} \right), \]
\[ R_p = \sigma_p * \sqrt{3 * K * T / m_p} \], (5)

\[ R_n = \sigma_n * \sqrt{3 * K * T / m_n} \], (6)

\( N_c, N_v \) are densities of quantum conditions;
\( \varphi_c \) is a width of the forbidden zone of a semiconductor material;
\( m_n, m_p \) are effective weights of the electron and holes;
\( K \) is Boltzmann constant;
\( \sigma_n, \sigma_p \) are effective sections of capture of the electron and holes;
\( C \) is the rate of introduction of recombination centers.

Parameter \( \varphi_e \) in the expressions (3) and (4) in our case corresponds to the level \( H(0,45) \), i.e. \( \varphi_e = 0.45 \) eV. The last mentioned is related with experimental researches by Deep Level Transient Spectroscopy (DLTS) of n-p-n transistors. It has been shown that at relaxation spectroscopy of deep levels, center \( H(0,45) \) (vacancy-boron) is closer to the middle of the forbidden zone, and consequently, the concentration increasing this center leads to the reduction of lifetime of non-basic carriers in the base.

In expression (2), it is difficult to model the dependence of speed of introduction of the radiating center \( C \) from the degree of an alloying of a material as well as from the electrons energy, and also to consider the frequency of an irradiation.

As a result of estimations of experimental data the specified parameter for p-type silicon is offered to be counted, using following formulas:

\[ C = K1 C_o \lg \left( \frac{NA}{NA_o} \right), \] (7)

\[ C_o = K2 \ln \left( Ee - 1 \right), \] (8)

where \( N_{Ao} \) is reference concentration of the boron impurity in silicon, for example \( 10^{14} \) cm\(^{-3} \);
\( K1, K2 \) are the factors of proportionality defined from experimental data; for p-Si, \( K1 = 3, K2 = 3.4 \times 10^{-3} \); \( N_A \) is concentration of boron impurity in silicon, in investigated area of the device.

It is necessary to notice that the resulted formulas are correct at devices irradiation with fast electrons under normal conditions, i.e. at room temperature. In Fig. 1 the families of the curves received with given formulas, dependences of speed of introduction of radiating center \( H(0,45) \) on energy of electrons, and concentration of boron \( N_A \) are shown. From Fig.1 it is possible to see that theoretical results are in quite good agreement with experimental data.

Using expression (2) the values of constants of radiation change of lifetime of carriers depending on electrons energy and concentration of boron \( N_A \) have been calculated as well these data are resulted in Fig. 2.
The values of amplification factor of a current of the base current transistors $h_{21ef}$ have been calculated and resulted in Fig. 3. It is in good correspondence with experimental data.

Values of constants $K_T$ were substituted in the formula

$$h_{213} = \frac{1}{\frac{1}{h_{213}} + \frac{1}{2\pi f_T K_T \Phi}}$$

in calculating the radiation resistance of the transistors fabricated using the radiation-thermal processes must be received by the speed the introduction of center H(0.45) reduce to three times, as is evident from the data of DLTS [2] (fig. 4), but otherwise method of calculation remains the same. The results of calculation of the radiation resistance transistors are shown in Figure 5, and they are in good agreement with experimental data.
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Center H (0,45) - is a complex vacancy + atom of boron
Center H (0,21) - is a complex divacancy + atom of boron

Thus, the proposed single-level model allows us to accurately determine the constant changes in the radiative lifetime of minority carriers in the base of n-p-n transistors under electron irradiation and thus allows to simulate the electron irradiation influence on the semiconductor transistor circuits.

III. CONCLUSIONS

The single-level model to determine the constant changes in the radiative lifetime of minority carriers in the base of n-p-n transistors under electron irradiation is shown. The DLTS spectra of the base of n-p-n transistors under the repeated irradiation with fast electrons and annealing are given.

References

INFLUENCE OF ELECTROMAGNETIC WAVES ON CARBON NANOTUBES COMPOSITES

Abstract. Reflected properties of different objects such as plane, space apparatus, solar cells, and so on depend from physical and chemical characteristics of the surface of its materials. The dielectric constant is such characteristic which depends from composite construction of surface material. This paper researches dielectric properties of different composites which are dependent from carbon nanotubes as effective surface materials. In particular, the influence of infrared (IR) irradiation on thermal resistance of carbon nanotubes (CNTs) composites was studied as well as the interaction of non-monochromatic infrared irradiation with composites carbon nanotubes and the influence of irradiation on physical properties of composite carbon nanotubes (CNTs) - polytetrafluorethylene (F4) depending on the concentration of CNTs was investigated. Also, the 5% CNT composite of F4 change of monochromatic infrared irradiation intensity from the sample’s thickness was investigated. It is found that under decreasing of thickness of the composite F4-CNT, the rapid drop of passing monochromatic irradiation intensity (\( \lambda = 1.06 \mu \text{m} \)) was observed. The sample thickness range varies from 0.1 mm to 0.6 mm. This phenomenon is explained due to a change in orientation of the CNTs from chaotic orientation to orientation along the direction of the F4-CNT sample’s surface. It leads to the increased efficiency of monochromatic infrared irradiation absorption.

INTRODUCTION

Contemporary materials for aerospace vehicles and aerospace electronics must be lightweight and have a strong thermal resistance to overheating. The strong IR radiation acts on the surface of the aerospace stations. So, investigation of the properties of such new type of materials as carbon nanotubes composites is very actual for aerospace technology.

Much attention has been paid to problems related to the study of interaction of electromagnetic radiation with an array of small particles of various shapes and dispersed systems based on them. The urgency of such studies is caused by nontrivial physical properties of arrays of small particles and disperse systems, as well as the possibility of their use in the new set of absorbing and scattering materials with new optical properties for the purposes of such promising areas as nanophysics, optoelectronics, plasmonics [1]. The interaction of light with nanostructured substance is the essence of nano-optics. Unusual is the fact that the size of nanoparticles (~ 10 nm) is much smaller than the wavelength of light (400-700 nm), that is 1-2 orders smaller than the diffraction limit. The wave of light would have to avoiding such small objects and interact with them, but previous studies have shown that it is not true.

Often it is assumed that the electromagnetic wave is not sensitive to details of the structure of small particles compared to the wavelength of incident radiation. But one of the most interesting features of nanoparticles is that they can reveal optical properties which are almost entirely determined by their shape and are similar to the properties of solid materials.

Nonlinear optical properties of nanoclusters in transparent medium is a separate field of research. The most detailed studies of the nanocluster’s optical properties of noble metals - Ag, Au, Pt, and metals with high conductivity - Cu and Al are needed. The absorption maximums-also have been found in the spectra of nanoparticles Li, In, K, Na, Ca [2]. The peculiarity of the metal nanoparticles optical properties is a plasmon resonance absorption and scattering associated with the interaction of electromagnetic radiation from the plasma of free electrons in the metal. The spectral position of these features (400-700 nm) depends on the material, its size, shape and energy of free electrons in the nanoparticles.

An important characteristic of plasmon resonance is a local increase of the electromagnetic wave fields’ amplitude inside and around nanoparticles in ten times as compared with an average amplitude of the field in the array. Moreover, the plasmon nanostructure in certain conditions behaves almost like an absolute black body; it absorbs up to 99% of incident electromagnetic...
irradiation. The most interesting optical properties of metal nanoparticles are associated with the excitations of localized plasmons. This is primarily manifested in increasing of the effective cross section of light resonant absorption by metal nanoparticles, which can repeatedly exceed its geometrical dimensions. That is why multilayer carbon nanotubes, placed in the matrix of polytetrafluorethylene, have been chosen as an object of investigation. Generally, carbon nanotubes (CNT) have good electro- and thermal conductivity and mechanical stability and are considered as one of the most perspective objects of nanoelectronics. They are elements of such electronic systems, as cold field emitters [3-5], super condensers [6], solar elements [7], nano-electromechanical systems [8], sensors [9], etc.

The coating of cells material in solar batteries by metal nanoparticles makes possible to essentially improve the light transformation into electricity. It allows improving the red waves of light usage in ten times; and efficiency of solar batteries can be improved on 30 % as a whole.

Developed are devices which reacts to the total spectrum of an optical range of electromagnetic waves based on carbon nanotubes. Application of such detectors is extremely wide: cells of solar batteries with high efficiency, digital cameras working at very low light exposure, an artificial retina, and etc. Detectors based on carbon nanotubes can be formed on the flexible polymeric support, that makes them cheaper in manufacturing and absolute harmless for human.

METHODS OF MEASUREMENT

We used two sources of generation of infrared irradiation: a light source of non-monochromatic filament bulb - a laser unit which generated a monochromatic beam of wavelength $\lambda = 1.06 \mu m$ with generation time $\tau = 1-2$ ms, and the energy source of the beam with $E = 100$ mJ.

Installation of F4-CNT for measurement of infrared non-monochromatic irradiation of composites with different percentage of CNTs consisted of a metal sample - a standard Al, and a metal sample – an Al sensor on which a thin layer (or as a flattened tablets of investigated samples F4-CNT) with different concentration of CNTs were layered. Both metal samples (Al - standard and sensor) have been connected to a multimeter using differential thermocouple. The flow of electromagnetic irradiation which was generated and emitted by filament bulb interacted with Al-standard and composited F4-CNT. The result values of this interaction in substances generated by the flow of free charge carriers, which led to thermoelectric force have been recorded using a multimeter. The received values of voltage of standard and investigated composite F4-CNT are transferred in values of temperature, using graduated table for thermocouple chromel-alumel.

The experimental equipment for the measurement scheme of monochromatic infrared irradiation of composite F4-5% CNT with different thickness consisted of a metal structure, the reception element, a recording unit and the laser sources. By means of F4-5% CNT mechanical compression model, the different thickness was received. Then, a sample of specific thickness layered on the glass was settled between two metal discs, which were further connected by screws. This metal structure attached to the measuring head, which fixed the value of energy of laser irradiation, passed through the sample. The laser irradiation power (or energy) was measured with device and converted into an equivalent value of thermoelectric power for recording.

The purpose of this experiment was to study the nature of change in the intensity of absorbed infrared radiation, depending on the thickness of the investigated sample.

RESULTS AND DISCUSSIONS

The received graphs depend on heating temperature of samples F4, F4-0.5% CNT, F4-0.1% CNT, F4-1% CNT, F4-2% CNT, F4-3% CNT, F4-5% CNT, F4-10% CNT, F4-15% CNT, F4-25% CNT from concentration of CNTs in sample and absorbed electromagnetic irradiation by F4-5% CNT with different thickness.
Figure 1. Dependence of heating temperature T, °C of standard Al sample, F4 and composites F4-3% CNT, F4-15% CNT from heating time t, min.

The rate of composite heating F4-CNT (Fig.1) corresponds to the content of 15% of CNTs.

The more slowly heated composite with a lower percentage of CNTs in the structure of F4-3% CNT, even more slowly is heated the sample F4. Analyzing the obtained dependences, we can conclude that increasing the percentage of carbon nanotubes in the sample F4-CNT leads to an increase in heat transfer processes and processes of thermo conductivity in the composite.

It was investigated the heating speed of composite F4 with different percentage of CNTs relating to standard Al sample (Fig. 2). In the Figure 2 ΔT, °C is the temperature difference between heating temperature of standard Al sample and heating temperature of composites F4-CNT; k, % is the percentage of CNTs in composites F4-CNT.

The resulting graph has non-monotonic behavior of the temperature ΔT,°C of k, %. The first stage of adding a small amount of CNTs to F4 leads to an increase of values ΔT, but interesting behavior is observed for 2% of CNTs in F4. There is the sharp decline of curve for ΔT (k) values from 6.42, °C to 5.47, °C. However, with greater addition of CNTs into the F4 the function ΔT (k) grows; it achieves saturation and after that the curve monotonously declines ΔT (k).

Figure 2. Dependence of ΔT, °C between heating temperature of standard Al sample and heating temperature of composites F4, F4-0.5% CNT, F4-0.1% CNT, F4-1% CNT, F4-2% CNT, F4-3% CNT, F4-5% CNT, F4-10% CNT, F4-15% CNT, F4-25% CNT from percentage of CNTs k, % in composite

This non-monotonic behavior of heating temperature rate of the sample relative to the standard can be explained using the following Figure 3.
The comparison of Fig. 2 and Fig. 3 shows the tendency of heating temperature change behavior of the sample and changes in inductive capacity (dielectric constant) $\varepsilon$ of medium from the concentration of filler in it.

Causes of the detected anomalies have not yet been determined. However, we can make the following assumptions. In the investigated system, insulator-conductor inductive capacity (dielectric constant) $\varepsilon$ behavior determined by the Maxwell-Wagner polarization [11], surface energy as a conductor [12] and insulator, and conductivity of the whole system and its proximity to the percolation threshold [13]. At low concentrations of filler in the composite are formed meshwork, and $\varepsilon$ value increases due to the Maxwell-Wagner polarization. However, with increasing concentration and with the presence of a large difference in surface energy of F4 and carbon nanotubes, the composite structure becomes unstable and the nanotubes begin to form conglomerates, which surface is less than the total surface of their constituent nanotubes.

As a result, Maxwell-Wagner polarization decreases. Additionally, changes in the nanostructure, which is a result of mechanical mixing and compression in the polymer, changes its shape from elongated to globular, leads to the displacement threshold percolation in the direction of large concentrations and reduces the dielectric constant $\varepsilon$ of composite.
Fig. 5. Dependence of the logarithm of absorbed irradiation intensity $\lg I$, from thickness $d$, mm of composite F4-5% CNT

The result of all these mechanisms reduce the value of the dielectric constant $\varepsilon$. Further the dielectric constant $\varepsilon$ value increasing with filler concentration increasing in the composite leads to increase of the number of agglomerates and bundles of nanotubes, which reduces the dielectric layer between the major structures and leads to increases of electrical capacity. Due to the random variation of sizes and forms of nanotubes agglomerates decreases the value of dielectric constant $\varepsilon$. Below the changes in the intensity of absorbed irradiation after passing a laser (monochromatic) radiation through the sample F4-5% CNT of different thickness are presented (Fig. 4, 5). During a mechanical receipt of the sample F4-5% CNT with different thickness, orientation of carbon nanotubes changed from vertical to, mostly, horizontal, CNT oriented along the sample surface. As a result of F4-CNT sample anisotropy the intensity of irradiation which absorbed and passed through sample started to change and began to depend on the size and orientation of particles in composite F4-5% CNT. So, the dielectric and reflected properties of composites change also.

CONCLUSIONS

With decreasing thickness of the composite with carbon nanotubes F4-CNT, observed is a rapid drop of intensity of passing monochromatic infrared irradiation ($\lambda = 1.06 \mu m$) in the range of sample thickness 0,1 - 0,6 mm; due to reorientation of CNTs from chaotic to the direction along the sample surface F4-CNT. This increases the efficiency of monochromatic infrared irradiation absorption by composites. The dielectric and reflected properties of composites change also.
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SUPERHETERODYNE AMPLIFICATION OF OPTICAL AND TERAHERTZ BEAMS IN NITRIDE FILMS

Superheterodyne amplification of electromagnetic pulses of finite widths in optical and terahertz ranges is investigated under three-wave interaction with a space charge wave in n-GaN or n-InN films. Space charge waves at the frequencies $f \leq 500$ GHz are amplified due to the negative differential conductivity, their finite widths lead to decrease of the amplification. It is considered the three-wave interaction of two counterpropagating electromagnetic waves with the space charge wave in dielectric waveguides based on nitride films placed on a dielectric substrate. This superheterodyne amplification of the electromagnetic pulses is $\sim 30$ dB at the distances $\leq 100 \mu m$.

1. INTRODUCTION

The radiation of the terahertz range $f = 100$ GHz...30 THz is widely used in spectroscopy, medicine, scanning, and environmental science [1]. Now the sources of the THz radiation are both electron tubes (gyrotrons, backward wave tubes), and lasers. These sources are not well compatible with the traditional millimeter wave devices. An alternative way can be the superheterodyne amplification of electromagnetic waves (EMW) under three-wave resonant interaction in semiconductor films where the negative differential conductivity (NDC) occurs. This method is based on the transfer of amplification of space charge wave (SCW) to the electromagnetic wave at higher frequency.

The amplification of SCW of microwave range in n-GaAs films due to NDC was investigated for long time [2]. It was investigated also the transfer of amplification from SCW to EMW at higher frequencies under three-wave interaction [3], i.e. superheterodyne amplification [4]. But the frequency range of amplified SCW in GaAs films is $f \leq 50$ GHz. The efficiency of superheterodyne amplification can be improved with using the new semiconductor materials like nitrides GaN and InN [5-6]. These materials possess the following useful properties: the critical fields for observing NDC are high $E_c \sim 100$ kV/cm; an extended frequency range for NDC $f \leq 500$ GHz; high temperature stability up till 500 K, NDC under high doping levels $n_0 \leq 10^{18}$ cm$^{-3}$.

In this report the amplification of SCW beams due to NDC is investigated in nitride (GaN, InN) films at the frequencies $f \leq 400$ GHz. The finite width of SCW leads to decrease of increments of amplification. For amplification of EM waves in optical and higher part of THz range the superheterodyne amplification is investigated. The superheterodyne amplification of EM waves in waveguides based on nitride films is effective, namely, the values of 20...40 dB can reach at the lengths of 10...50 µm. An influence of the finite widths of EM waves has been taken into account.

2. AMPLIFICATION OF SCW IN NITRIDE FILMS

It is considered n-GaN or n-InN film of submicron thickness placed on a dielectric substrate, Fig. 1. The nitride film is at $0 < x < 2l$, a dielectric substrate is at $x < 0$. Above at $x > 2l$ there is either vacuum or dielectric. The bias constant electric field is aligned along OZ axis, SCW propagate along OZ too. The dynamics of SCW is described by the equations of motion of the electron fluid jointly with the Poisson equation for the electric field. At the frequency range $f \leq 400$ GHz the simplest diffusion-drift equation can be applied:

$$\frac{\partial n}{\partial t} + \text{div} (\mathbf{v}(E)n - D\nabla n) = 0, \quad \mathbf{v} = \mu |E|\mathbf{E}; \quad \text{div}(\varepsilon_0\varepsilon(x)\nabla \varphi) = -e(n - n_0), \quad \mathbf{E} = -\nabla \varphi + E_0$$

(1)
Here \( n \) is the electron concentration, \( \varphi \) is the potential of variable electric field, \( v \) is the electron drift velocity, \( n_0 \) is an equilibrium electron concentration, which is equal to the donor one; \( D \) is the diffusion coefficient, \( \mu(E) \) is the electron mobility, \( E_0 \) is a bias constant electric field. The data for nitrides GaN, InN are taken from [5,6]. The coordinate frame is aligned along the crystalline axes. The lower indices 1,2,3 are related to the substrate, film, and the region over the film. The corresponding dielectric permittivities in the microwave range are \( \varepsilon_1, \varepsilon_2, \varepsilon_3 \).

Here the linear amplification of SCW due to NDC is considered. At the surfaces of the film the following boundary conditions are used for the density of the current \( j \) [2]:

\[
j_x(x = 0) = 0, \quad j_x(x = 2l) = 0; \quad j = e(\varphi(E)n - D\n)
\]

Eqs. (1) and (2) have been linearized, and the solutions for the perturbation of electron concentration \( \tilde{n} \) and for the variable part of the electric potential \( \tilde{\varphi} \) are searched as the travelling wave \( \exp(i(\omega t - k_z z - k_y y)) \). Now an attention is paid to the nonuniform case \( k_y \neq 0 \). The dispersion equation for SCW, \( k_z = k(\omega, k_y) \) has been got from the substitution of the partial solutions within each partial region to the boundary conditions (2) and standard electric boundary conditions. In the case of spatial amplification of SCW, when a frequency \( \omega \) and a transverse wave number \( k_y \) are real (\( \omega > 0 \)), the longitudinal wave number is complex. \( k_z = k_z' + ik_z'' (k_z' > 0) \), within a certain frequency range there exists \( k_z'' > 0 \). The case of NDC is under consideration: \( dv/\omega n < 0 \).

The spatial increment \( k_z'' \) depends essentially on the value of \( k_y \). It is possible to write down:

\[
k_z''(\omega, k_y) \approx k''(\omega_0) - gk_y^2; \quad g = 2l \frac{\omega_0 \mu}{\omega \varepsilon_1 + \varepsilon_3}
\]

Here \( \omega_0 = \mu(E_0)E_0 \) is the constant part of the drift velocity, \( \mu = \mu(E_0) = \varphi_0/E_0, \omega_0 = en_0\mu/\varepsilon_0\varepsilon_2 \) is the Maxwellian relaxation frequency. Therefore, a relatively small transverse nonuniformity of the beam of SCW \( \leq 5 \) \( \mu \)m results in decrease of amplification, because the value of \( \omega_0 \approx 10^{13} \) s\(^{-1} \) is high.

The parameters of the zinc blende \( n \)-GaN have been used: the electron concentration is \( n_0 = 2 \times 10^{17} \) cm\(^{-3} \), the bias electric field is \( E_0 \approx 150 \) kV/cm, the drift velocity is \( v_0 \approx 2.4 \times 10^7 \) cm/s; the thickness of the film is \( 2l = 0.5 \) \( \mu \)m; the permittivity of GaN in the microwave range is \( \varepsilon_2 = 9.7 \); the permittivities of contacting regions are \( \varepsilon_1 = \varepsilon_3 = 3.9 \) (SiO\(_2\)). The amplification of transversely uniform SCW occurs in the frequency range \( f \leq 400 \) GHz and the maximum value of the spatial increment is \( k_z'' \approx 2 \times 10^7 \) cm\(^{-1} \) at the frequency \( f \approx 150 \) GHz. When compared with \( n \)-GaAs films, in \( n \)-GaN films it is possible to obtain the amplification of SCW at essentially higher frequencies \( f \geq 200 \) GHz. For \( n \)-InN films the results are similar to \( n \)-GaN ones, but the bias electric field can be lower, \( E_0 \sim 100 \) kV/cm, and the concentrations can be even higher than in GaN, \( n_0 \leq 2 \times 10^{18} \) cm\(^{-3} \).

3. SUPERHETEROODYNE AMPLIFICATION OF EM WAVE BEAMS

The nitride film is the waveguide for EM waves when the condition is satisfied: \( \varepsilon_{2EM} > \varepsilon_{1EM}, \varepsilon_{3EM} \). Here \( \varepsilon_{1,2,3EM} \) are corresponding permittivities in optical or THz ranges, which differ from their
values in the microwave range due to frequency dispersion [5–8]. In such a dielectric waveguide it is possible to realize the resonant three-wave interaction of the following waves localized along OX axis: forward EMW at the frequency \(\omega_1\) and the longitudinal wave number \(k_1\), backward EMW \(\omega_2\), \(-|k_2|\), and SCW \(\omega_3\), \(k_3\). The resonant conditions are, see Fig. 1:

\[
\omega_3 = \omega_1 - \omega_2, \quad k_3 = k_1 + |k_2| \quad (4)
\]

The frequencies of EMW and SCW are of about: \(\omega_{1,2} \approx 10^{14} \cdots 10^{15} \text{ s}^{-1}\), \(\omega_3 \approx 2\omega_1 \times (\nu_0 \varepsilon_{2EM}/c) \approx 4\times 10^{11} \cdots 4\times 10^{12} \text{ s}^{-1}\) \((f_3 = \omega_3/2\pi = 70\cdots 700 \text{ GHz})\) in the case of n-GaN film. Here \(\nu_0 \approx 2.4\times 10^7 \text{ cm/s}\) is the velocity of SCW [5,6].

The nonlinear interaction is due to the modulation of the permittivity in the optical range (at higher frequencies) by SCW and due to the ponderomotive action of EMW to SCW in the microwave range (at lower frequencies). In the case of moderate nonlinearity it is possible to describe this resonant interaction by means of slowly varying wave amplitudes [3,4,7,8].

For EMW the Maxwell equations are:

\[
\nabla \times \vec{H} = \varepsilon_0 \frac{\partial \vec{E}}{\partial t} + j, \quad j = e(n_0 + \tilde{n})\vec{v}; \quad \nabla \times \vec{E} = -(1/\varepsilon_0 c^2) \frac{\partial \vec{H}}{\partial t}, \quad m^* \frac{\partial \vec{v}}{\partial t} \approx e\vec{E} \quad (5)
\]

Here \(m^*\) is the effective electron mass, \(\tilde{n}\) is the variable electron concentration of SCW; \(\vec{v}\) is high frequency electron velocity. It is investigated the interaction of transverse electric (TE) EM modes: \(E = E_y\), the magnetic field is \(\vec{H} = (H_x, 0, H_z)\).

The solutions of Eqs. (5) and Eqs. (1) are searched in the form:

\[
E(x, y, z, t) = \frac{1}{2} (A_1(y, z, t) \exp(i(\omega_1 t - k_1 z)) + A_2(y, z, t) \exp(i(\omega_2 t - k_2 z)))F_1(x) + c.c.
\]

\[
\tilde{n} = -\frac{i}{2} U(y, z, t)F_3(x) \exp(i(\omega_3 t - k_3 z)) + c.c. \quad (6)
\]

Here \(A_{1,2}(y, z, t), U(y, z, t)\) are slowly varying amplitudes for EMW and SCW, \(F_1(x), F_3(x)\) are linear transverse profiles of the waves. When using the orthogonality of waveguide modes [8], it is possible to get the coupled equations for slowly varying amplitudes:

\[
\frac{\partial A_1}{\partial z} + \frac{1}{v_1} \frac{\partial A_1}{\partial t} + \frac{i}{2k_1} \frac{\partial^2 A_1}{\partial y^2} + \Gamma_1 A_1 = \alpha_1 A_2 U; \quad \frac{\partial A_2}{\partial z} - \frac{1}{v_2} \frac{\partial A_2}{\partial t} - \frac{i}{2|k_2|} \frac{\partial^2 A_2}{\partial y^2} - \Gamma_1 A_2 = \alpha_1 A_1 U^*;
\]

\[
\frac{\partial U}{\partial z} + \frac{1}{v_0} \frac{\partial U}{\partial t} - \frac{g \partial^2 U}{\partial y^2} - \Gamma_3 U = \alpha_3 A_1 A_2^*; \quad g = 2l\frac{\alpha M}{\omega} \frac{\varepsilon_2}{\varepsilon_1 + \varepsilon_3} \quad (7)
\]

Here the dissipation coefficients for EM modes have been introduced \(\Gamma_1 = \Gamma_2; \quad \Gamma_3 > 0\) is the increment of spatial amplification of SCW that has been considered in Sec. 2 (at \(k_y = 0\)). One can see that the transverse nonuniformity of EMW leads to diffraction [8], whereas the nonuniformity of SCW appears like the diffusion.

The expressions for the coefficients \(\alpha_1, \alpha_3\) are:

\[
\alpha_1 = \frac{\omega p^2}{4c^2 k_1} \int_{-\infty}^{+\infty} F_1^2(x) dx; \quad \alpha_3 = \frac{ie\mu_0 k_1 k_3}{m^* \omega_1^2} \frac{S}{2l} \int_{0}^{2l} F_3^2(x) dx \quad (8)
\]

Here \(S\) is the overlap integral of transverse profiles of EM modes with SCW along OX axis. Note that the coefficient \(\alpha_3\) is complex. Our calculations have shown that the value of the overlap integral is maximum \(S \approx 1\) in the symmetrical dielectric waveguides for the fundamental EM modes. The transverse profiles are normalized as \(\int_{-\infty}^{+\infty} F_1^2(x) dx = \int_{-\infty}^{+\infty} F_3^2(x) dx = 1\ \mu m\). It is possible to use the following structures of dielectric waveguides: the substrate Si\(_2\)O\(_2\) – n-GaN (or n-InN) film – Si\(_2\)O\(_2\); AlN – n-GaN film – AlN. The electron concentration is \(n_0 = 2\times 10^{17} \text{ cm}^{-3}\), the thickness of the film is \(2l = 0.5 \mu m\), the permittivities in the optical range are \(\varepsilon_{1EM} = \varepsilon_{3EM} = 2\) (Si\(_2\)O\(_2\)); \(\varepsilon_{2EM} = 5.8\). The frequencies of the EMW are \(\omega_1 \approx 6.5\times 10^{14} \text{ s}^{-1}\), the corresponding resonant frequency of SCW is \(\omega_3\).
\( \approx 2.2 \times 10^{12} \text{ s}^{-1} (f_2 \approx 350 \text{ GHz}) \); the permittivities in the millimeter wave range of the media are \( \varepsilon_1 = \varepsilon_3 = 3.9, \varepsilon_2 = 9.7 \).

It is investigated the superheterodyne amplification of a weak input pulse of EMW at the carrier frequency \( \omega_i \), i.e. the transfer of amplification of SCW due to NDC to EMW at higher frequency in the presence of the pump EMW at the frequency \( \omega_2 \). For this case the Eqs. (7) are added by the boundary conditions:

\[
A_1(z=0, y, t) = A_{10} \Phi(t) \cdot \Psi(y); \quad A_2(z = L_x, t) = A_{20}; \quad U(z = 0, t) = 0 \quad (\mid A_{20} \gg \mid A_{10} \mid), \quad (9)
\]

where \( A_{10} \) is a maximum amplitude of the weak input pulse at the frequency \( \omega_i \), \( \Phi(t) \) is the temporal shape of the pulse, \( \Psi(y) \) is its transverse shape; \( A_{20} \) is the constant amplitude of the EM pump wave.

The mechanism of the superheterodyne amplification is as follows [3,4]. Because of the three-wave interaction, the mixing of two EMW results in the generation of SCW at lower frequency. Then SCW is amplified in a medium with NDC. In that turn, in the output of the system the amplified EM wave appears at the frequency \( \omega_s \).

Direct numerical simulations of Eqs. (7), (9) have shown the amplification of EM pulses of 0.1...20 ns durations. The amplified EM pulse preserves its shape. The numerical estimations for the \( n \)-GaN or \( n \)-InN film with the electron concentration \( n_0 = 2 \times 10^{17} \text{ cm}^{-3} \) of the thickness \( 2l = 0.5 \mu \text{m} \) have demonstrated that it is possible to get the amplification of EMW 20...40 dB at the waveguide length \( \leq 100 \mu \text{m} \); the intensity of EM pump wave is \( \approx 100 \text{ kW/cm}^2 \). The frequency of SCW is \( \omega_s \approx 1.5...4 \times 10^{12} \text{ s}^{-1} \), the frequencies of EMW are \( \omega_{1,2} \approx 3 \times 10^{14}...10^{15} \text{ s}^{-1} \). Transverse bell-like nonuniformity \( \Psi(y) \) is not important, when the width of the input EM pulse is greater than 5 \( \mu \text{m} \).

4. CONCLUSIONS

Amplification of space charge waves at the frequencies \( f \leq 400 \text{ GHz} \) in the dielectric waveguides based on \( n \)-GaN or \( n \)-InN films can reach the values of 20 dB at the distances of 20 \( \mu \text{m} \). The transverse nonuniformity of SCW beams leads to decrease of increments of amplification.

The transfer of amplification under three-wave resonant interaction from the space charge wave to the electromagnetic wave at higher frequencies \( \omega_i \approx 10^{14}...10^{15} \text{ s}^{-1} \) can be realized in dielectric waveguides based on nitride films of 0.5 \( \mu \text{m} \) thicknesses with electron concentrations \( \approx 2 \times 10^{17} \text{ cm}^{-3} \).

This superheterodyne amplification can reach 20...40 dB at the lengths 10...100 \( \mu \text{m} \).

The work is supported by SEP-CONACyT, Mexico.
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MODERN AND PROSPECTIVE METHODS FOR DANGEROUS METEOROLOGICAL PHENOMENA OBSERVATION

In this paper the modern and prospective polarimetric methods and approaches for obtaining information about dangerous weather phenomena are considered and analyzed. The advantages that indicate the novel possibilities of the modern and prospective onboard systems are shown. The consideration is made from the position of creating global network for data obtaining, transmission and exchange.

Introduction. Operative and reliable meteorological information is one of the main components required to keep and enhance the safety level of aviation under the modern tendencies of aviation development [1]. The modern tendencies including the prospective global air traffic control (ATC) as well as CNS/ATM and Free Flight concepts implementation demand:
- developing the distributed ATC system that allow to adopt operatively the aircraft flight trajectory to the constantly changed flight conditions and
- reducing the human factor influence.

The realization of mentioned demands requires the development and uses of the high-tech systems for information obtaining, exchange and distribution. The key moment in the system is possibility for the aircraft crew to make operative access to the necessary information.

Different concepts were proposed recently and used partly to advance the aviation to the modern tendencies and requirements. In [2] the overview and requirements to the AMDAR (Aircraft Meteorological Data Relay) system are presented. The AMDAR system implies the commercial aircrafts equipment with apparatus for automatic atmospheric parameters measurements and further transferring the information to the corresponding services. The similar concepts for combined operation of fixed and dynamic networks to obtain and disseminate meteorological information were proposed in [3, 4]. In these works the aircrafts are considered as dynamic platforms for measuring devices to obtain meteorological information at any stages of the flight. In [5,6] the similar system is proposed for use with ADS-B system as well as A Next Generation Aviation Safety Strategic Goal proposes in [7]. The ADS-B IN/OUT system [8] gives possibility to make operative data exchange between aircrafts, aircraft and ground services. The system allows to select the optional information from those dynamic sensor (aircraft) the position of which is the most interesting for aircraft crew. This is important ability of the system helps aircraft crew to take a decision under the conditions of air traffic growth.

Modern level of technological achievements allows aircrafts not to be only a platform for the set of devices for measuring standard atmospheric parameters but to be an integral unit for quite operative obtaining, processing and indicating complex weather phenomena information. Therefore it is reasonable to develop and use the multifunctional systems that can make operative alert about dangerous phenomena presence along the flight rout. In this paper the overview of the novel technologies and methods for remote sensing of atmosphere is made. All of the presented methods and techniques are possible to use for operative detecting dangerous weather phenomena during the aircraft flight.

Novel and prospective abilities of onboard systems to obtain operative meteorological information. In [9] the overview of the modern radars possibilities is made. The work [9]
- proposes to use the new Doppler-Polarimetric radars to obtain information about wide range of meteorological phenomena,
- shows the possibilities of Doppler-Polarimetric approach,
proposes algorithms for obtaining diagnostic and prognostic information about microstructure, dynamics, behavior of meteorological formation, including algorithms for estimating level of hazard.

Nowadays, the aircraft crew uses synoptic information mostly for familiarizing with icing-in-flight and even thunderstorm location and trajectory. The real situation about icing intensity, ice shape and type usually gets clear due to performances change when flying or even after landing. However the operative information about cloud microstructure would be useful for flight trajectory correction when avoiding getting into hazardous region.

In [9, 10, 11] the standard Doppler –Polarimetric characteristics of reflected from weather object radar signals are used to detect dangerous icing-in-flight regions and regions of hail activity. These characteristics are Differential Reflectivity $Z_{DR} = 10 \log \left( \frac{|S_{hh}|^2}{|S_{vv}|^2} \right)$ and Linear Depolarization Ratio $L_{DR} = 10 \log \left( \frac{|S_{hv}|^2}{|S_{vv}|^2} \right)$. The Differential reflectivity $Z_{DR}$ operates with so called co-polarized Doppler spectra $S_{hh}$ and $S_{vv}$, the Linear Depolarization Ratio $L_{DR}$ considers also cross-polarized component of Doppler spectrum $S_{hv}$. The cross-polarized component is obtained when Doppler –polarimetric radar transmits signal of horizontal polarization and receives reflected from weather object signal of vertical polarization or vice versa. The comparison of these parameters allows to make a conclusion about shape of clouds or precipitation constituents.

In [12] the possibility to use polarimetry for dynamic atmospheric phenomena detection is considered. The approach is based on the fact that the influence of wind phenomena including atmospheric turbulence on liquid hydrometeors leads to changing their shape and spatial orientation. As a result, the electromagnetic wave changes their polarization with respect to the sounding wave polarization when reflection from the hydrometeors assemble. Therefore the value and character of changing polarization angle of reflected electromagnetic wave are the informative parameters that characterize the degree of phenomena influence on the hydrometeors. In [13] the weather objects like collection of water droplets are considered as vibrating objects with unstable shape. The polarimetry is proposed for use in this work to evaluate the drops vibration impact into the reflected radar signal to improve the estimate of dropsize distribution, rain intensity and dynamic phenomena influence.

In [14, 15] the polarimetric radar that is possible to realize with the set of receiving antennas or phase array antenna for onboard realization is presented. The approach presented in [14, 15] relates polarimetric radar parameters with turbulence and other wind phenomena. The approach is based on the notion of polarization spectrum, that is, the reflected energy distribution over polarization components. The approach and device presented in [14, 15] allow to evaluate the wind related phenomena intensity with the change of polarization spectrum components avoiding bulky calculations and processing operations. This fact is important for operative detection of the phenomena that influence aviation and flight operation.

In [16] the approach that allows to estimate signal depolarization caused by dynamic atmospheric processes using a single transmitter-receiver antenna with definite polarization properties is proposed. The proposed approach allows to make a selection of reflected signal low frequency component change due to depolarization caused by turbulence or other wind phenomena from changes caused by other factors. The profit of unipolarized antenna use is that the amplitude fluctuations of reflected signal in the receiving antenna have higher energetic level than signals received with cross-polarized antenna. This fact can simplify separating the net components of reflected signal from noises. The given approach can be realized on the base of modern weather radars including Doppler weather radars. This fact is promising for enlarging Doppler weather radars possibility for wind related phenomena determination.
To classify turbulence by its intensity taking into account polarization characteristics of reflected from weather object signals is proposed in [17]. In work [17] the simulation of turbulence detection is based on the approach presented in [16], and then turbulence classification by its intensity is made using the statistical data about variance of random process of low frequency (LF) component change as information parameter. The classification of turbulence by its intensity according accepted ICAO criterion into light, moderate and strong is shown in Fig.1. The level of integrated probability of errors for turbulence of different intensity lies along ordinate axis. Solid line corresponds to the integrated probability of error as a threshold function when detecting strong turbulence. Dotted line corresponds to the integrated probability of error as a threshold function when detecting moderate turbulence. Dashed line shows the integrated probability of error as a threshold function when detecting severe turbulence. The value of variance of random process of LF component change due to change of polarization angle of reflected from weather object wave (informative parameter) lies along abscises axis.

![Fig.1 Turbulence intensity classification](image)

The vertical dotted lines separate the regions for informative parameter values that correspond to different intensity of turbulence taking into consideration the minimum values of integrated probability of error for relevant turbulence intensity. The separation of strong turbulence from moderate is possible to make at higher level of probability than separation of moderate from light. The minimum integrated probability of error is achieved when detection of strong turbulence. It has the order of about 0.1. It is important to note that this level corresponds to the results obtained with some other methods for turbulence detection and classification, for example when Doppler spectrum width is used for turbulence intensity estimate [18].

One more hazard to aircraft flights that need operative estimate is volcano ash clouds. The necessity for operative detection of volcano ash clouds during the aircraft flight is provided by some peculiarities of volcano ash behavior. The peculiarities are:
- volcano ash clouds can be present at different layers of atmosphere during quite long period dependently synoptic situation;
- volcano ash clouds can be distributed over large areas with dangerous concentration of abrasive particles;
- volcano ash clouds can travel with wind far away from the source of origin;
- the possible harm to the aircraft depends on the micro particles nature of volcano ash clouds;
- the harmful sequences of ash particles ingress can be revealed far off the volcano ash cloud.

As it was mentioned, the volcano ash clouds distribution depends on wind conditions at different atmospheric layers significantly. The wind conditions of the atmosphere are the subject to change; therefore it is very important to have operative information about volcano ash areas and abrasive particles concentration in them. In [19, 20] the different approach to detect volcano ash clouds with onboard systems is proposed. The work [21] mentions the possibility to distribute the operative
information amongst the concerned customers with novel systems of data exchange (ADS-B, Mode-S, AMDAR).

Conclusions. In this paper the novel possibilities for onboard radar systems were analyzed. The special emphasis was paid on the systems enable to make polarization analysis of reflected from weather objects radar signals. The common advantages of the presented methods and approaches for aviation related tasks are:

1. The use of polarimetry in the conventional radar systems and Doppler radar systems for traditional tasks (microstructure identification) as well as for quite untraditional solutions (wind related phenomena detection and estimate) enhances onboard equipment possibilities significantly.

2. The combined use of Doppler and polarimetric technique allows to obtain many-sided information about dangerous atmospheric phenomena. As a result, the evaluation of the possible influence on flight operation can be more correct.

3. Some of the presented polarimetric approaches [14,15] do not require complicated signal processing and can be profitable when temporal restrictions for dangerous phenomena detection, for example when onboard detection of severe weather connected with wind.

4. The other benefit of the polarimetry is that the presented approaches are possible to realize on the base of modern equipment avoiding expensive developing of separate devices.

The mentioned advantages indicate the novel possibilities for the modern and prospective onboard systems. It allows us to consider the aircrafts not only as customers of information but as an dynamic element for comprehensive meteorological information obtaining in the global aviation transport network. The use of aircraft as dynamic element for complex meteorological information obtaining and dissemination will help to develop the distributed ATC system that allow to adopt operatively the aircraft flight trajectory to the constantly changed flight conditions as well as to reduce the human factor influence on the aviation transport network operation.

References

3. Яновский Ф.И., Фишман Б.Е. Анализ возможностей повышения информативности наблюдений за атмосферным электричеством, "Всесоюзный симпозиум по атмосферному электричеству": Тезисы докладов, Нальчик, 1990, С. 23-24
5. Yanovsky F.J., Weather Data Obtaining and Dissemination Using ADS-B
6. Аверьянова Ю.А., Яновский Ф.И., Динамична складова глобальної інтерактивної мережі одержання та обміну метеорологічними даними, Вісник -К.: НАУ, 2011. Том 4- стор. 36-41


18. ESA Earth Observation Mission Science Division, University of Munich, Meteorological Institute, 2010, Website: http://www.esa.int/esaLP/SEMJJTF098G_index_0.html

TRANSIENT PROCESSES AND THE FOURIER TRANSFORM

The Fourier transform is widely used for analysis of linear electric systems. However, in case of transient analysis leading to distortion of information in electronic information systems, the Fourier transform is not widely applied due to the constraints that are traditional for this method. The main restrictions are:

a) requirement of absolute integrability of the processes in the system;

b) assertion about the applicability of the Fourier method at zero initial conditions only.

Therefore, the analysis of transient processes refers traditionally to Laplace transform method, which is considered free of these shortcomings of the Fourier method. Moreover, to date numerous tables of direct and inverse Laplace transform are prepared.

In view of the foregoing, the analysis of the systems and transients in them is normally conducted by different methods. This causes some technical disadvantages. In addition, the Laplace transform does not satisfy the needs of practice in full [1]. The purpose of this paper is to modify the Fourier transform method to cover the problems of transient process analysis in electrical systems by overcoming the conventional restrictions on the use of this method.

In the following discussion we take into account that in Laplace transform, the requirement of absolute integrability can be eliminated by multiplying of the investigated processes by the decaying exponential multiplier. Because of this, however, the processes must be only "one-sided". One-sided process is identically equal to zero for negative moments. This is not significant in most cases for the calculation of transients in electric power systems or systems of power electronics. However, in some cases, a two-sided process should be considered as an adequate model.

In the recent publication [1] a different modification of the Fourier transform was proposed: Fourier transform on the complex plane (FTCP), where processes may be one-sided or two-sided, and not necessarily integrable completely. In work [1] it was also shown that for the calculation of FTCP, the existing tables of direct Laplace transform can used. So, by using PFKP the requirement of absolute integrability of the studied processes eliminated.

Regarding the initial conditions, in the paper we show that they are necessary in case of applying the Laplace transform. In case of the Fourier transform method applied, the initial conditions are taken into account automatically, if free processes, which appear at the time of commutation, are modeled by two-sided processes.

Conclusions. Based on the results of the analysis and the examples illustrating these results, it is reasonable to conclude the following:

- when the Fourier transform method is used for transient process analysis, the requirement of absolute integrability of the processes can be easily removed if we apply (if necessary) the Fourier transform on the complex plane;

- when calculating the transient processes using Fourier transform, non-zero initial conditions are taken into account automatically in case of application of two-sided free process models;

- implementation of the above-mentioned conditions does not increase the complexity of calculations.

Thus, it has shown that the method of the Fourier transform can be used as a single analysis method for linear systems and transient processes in these systems.
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RADAR DETECTION OF VOLCANIC ASH CLOUD: MAXIMUM RANGE

This work is devoted to properties of a volcanic ash and methods of its monitoring with use of polarimetric radar. Maximum range of volcanic ash zones radar detection in the atmosphere is estimated.

Introduction

The termination of air traffic over Europe, caused by ashes cloud after a volcanic eruption, forced the world community to start to develop more effective strategy connected with emission of volcanic ash influence on safety of flights. Such strategy should be based on exact information on real extent of presence of a volcanic ash in air space and about its possible influence on the aircrafts which have appeared in such overcast. For this reason in addition to detection and monitoring of dangerous zones in the troposphere, connected with meteorological formations, zones of a volcanic ash should be considered also as objects of surveillance in connection with safety of flights, ecological and economic safety.

Characteristic of particles of a volcanic ash

Volcanoes are powerful sources of a dust matter, releasing into atmosphere the enormous quantity of a smoke and a volcanic ash [1]. In effect, the volcanic ash represents extremely small particles of the sprayed rock which structure reflects composition of the magma which is in a volcano. Therefore the structure of clouds of a volcanic ash is differed depending on a concrete volcano. However as a whole it consists mainly of silica (> 50 %) and in smaller quantities of oxides of aluminum, iron, calcium and sodium. Silica is present at ashes in the form of glass silicates and under an electronic microscope reminds small splinters of glass with keen edges. This glass silicate material possesses big hardness and possesses extremely high abrasive properties.

Besides of the abrasive character of a volcanic ash, its other important property is the temperature of melting. As the volcanic ash consists mainly of the glass silicates which temperature of melting (~1100°C) is lower than temperature in the jet engines working at the mode of normal draft (1400 °C), it can be melted and be postponed in the heated part of the main contour of the engine that conducts to its serious damages.

The firm mass which is thrown out at volcanic eruptions is highly various and includes components of the size from extremely small particles (< 5 mm) to large pieces of rock. The average size of particles in a cloud of volcanic ash decreases over time in process of subsidence of larger and heavier particles from this cloud. Concentration of ashes depends on height of lifting of initial ash column and weather conditions, such as wind speed and wind shift at different heights, and also on drop temperature. As a whole the term "volcanic ash" belongs to the description of particles < 2 mm in diameter. Clouds of volcanic ash, with which aircraft are faced more often, consist of the smallest particles (< 0,1 mm in diameter) [2].

As a rule, clouds of ash are formed above the flight level 6100 m (FL200), but the bottom border of an initial cloud depends on height of the volcanic crater and speed of the eruption of volcanic material. First of all, visible signs of volcano eruption are huge white clouds of steam if the crater is located below the ice cover. Clouds of steam rise continuously and often mask by itself the ash ejections which almost always occur in chaotic sequence [1].

Assessment of possibility of detection

Taking into account that an ash cloud can be compared with a cloud of hydrometeors of the various sizes, shapes and microphysical parameters, the methods developed for detection of
meteoformations, their identification and recognition, can be possibly, adapted and used for the purpose of monitoring of a volcanic dust [3-5, 15].

One of widely used models of particle size distribution is gamma distribution in the following shape:

\[ N(D) = N_0 D^\mu e^{-\Lambda D^\mu} \]  \hspace{1cm} (1)

Graphic representation of this distribution is presented in Fig. 1 at \( \Lambda = 4 \) and three values of parameter \( \mu = 1; 1.5; 2 \). Axis \( x \) is equivalent diameter of scatterers, and \( y \) axis is number of particles of this diameter in the unit of volume [14].

Figure 1. Model of distribution of particles of a volcanic ash in the sizes

Similarly to the case of radar detection of precipitation, we will use a parameter of reflecting object of a volcanic origin - radar reflectivity factor \( Z \) \( \text{[mm}^6/\text{m}^3\text{]} \) which is the zero moment of function of particles distribution in the sizes

\[ Z = \int_{D_{\text{min}}}^{D_{\text{max}}} N(D)D^\nu dD, \]  \hspace{1cm} (2)

where \( D_{\text{min}} \) an \( D_{\text{max}} \) - the minimum and maximum sizes of scatterers in the reflecting volume respectively. The value \( Z \) is the characteristic of the most reflecting object.

Let’s make a quantitative assessment of radar reflectivity factor of volcanic ash. Let \( N_0 = 320 \), \( \Lambda = 4 \); \( \mu = 1 \) that provides a good consent of model (1) with data of real measurements [6], and limits of integration \( D_{\text{min}} = 0, D_{\text{max}} = 2 \) (according to Fig. 1).

As follows from equation (2) radar reflectivity factor is equal \( Z = 13,462 \text{mm}^6/\text{m}^3 \). Let’s estimate the power of the reflected signal \( P_r \) at the input of radar receiver, proceeding from the equation of a radar-location of the meteorological volume distributed targets [7].

\[ P_r = \frac{0.75P_0G_a\tau cZ 10^{-18}K_e}{\lambda(R \cdot 10^3)^2}, \]  \hspace{1cm} (3)

where \( P_0 \) - power of sounding pulse; \( G_a \) - antenna gain; \( \tau \) - duration of a sounding pulse; \( c \) - velocity of light; \( K_e \) - the factor depended on complex dielectric permittivity of a particle substance; \( \lambda \) - wavelength; \( R \) - range the reflecting volume under study.

Let us parameters of a radar system are: \( P_0 = 10\text{kW}, \ G_a = 1000, \ \lambda = 3.2 \text{ cm}, \ \tau = 2 \ \mu\text{s}; \) and the parameters of the object under study are: \( Z = 13 \) and \( K_e = 0.4 \) that is a typical value for volcanic ash [14]. In Fig. 2 the result of power calculation of capacity of the reflected signal from range is given at the specified parameters.
Thus, calculation shows that airborne X-band radar is able to detect a signal reflected from a cloud of volcanic ash at range, sufficient for pilot’s decision-making. From the plot it is seen that sensitivity of $10^{-14}$ W corresponds to the maximum detection range of around 50 km.

For application of methods of recognizing hydrometeors [3-5] and selecting zones of volcanic ash detected, it is necessary to provide polarimetric properties to the radar. This is quite real technical task [10].

Taking into account that volcanic ash is considered as a kind of atmospheric aerosol, it can be advisable to use millimeter radar [8] for monitoring volcanic ash zones.

The assumption about scatterers noncoherence allows to consider that the total radar cross section (RCS) of a set of scatterers will be equal to the sum of RCSs separate particles which simultaneously take part in formation of the reflected signal [10]:

$$\sigma_s = \sum_{i} \sigma_i, \quad (4)$$

where $\sigma_i$ - the RCS of separately taken $i$-particle.

Let's introduce a value of the specific RCS, which characterizes reflecting properties of a volume unit.

$$\sigma_0 = \sum_i N_i \sigma_i(D_i, \lambda), \quad (5)$$

where $N_i$ is the number of particles of size $D_i$ in a volume unit, $\sigma_i(D_i, \lambda)$ is RCS of an $i$-th particle at wavelength $\lambda$.

Consider that

$$\sigma_s = \sum_{i} \sigma_i = \sigma_0 \Delta V = \frac{1}{8} \pi R^2 \theta_{0.5}^2 \sigma_0, \quad (6)$$
where $\theta_{0.5}$ is the width of the sector-shaped antenna pattern (at a half power level).

The cloud can consist of particles of different sizes, but as a part of reflectors there can be one prevailing reflector which gives the stable reflected signal that corresponds to a picture with effect of a bright point. Then, if the radius of a particle is known, say, $r_i = 0.05$ mm, and if we consider a prevailing reflector as a dielectric sphere, then [8, 12]:

$$\sigma_i = \left(\frac{\sqrt{\varepsilon} - 1}{\sqrt{\varepsilon} + 1}\right)^2 \pi r_i^2,$$

(7)

where $\varepsilon$ is dielectric permittivity. As volcanic ash consists mainly of silica, i.e. silicon dioxide $SiO_2$ ($\varepsilon = 3.9$), and clouds of a volcanic ash which are faced aircrafts generally consist of particles less than 0.1 mm in diameter, then having accepted $r_i = 0.05$ mm, and for example $\theta_{0.5} = 3$, we receive $\sigma_i = 2.5 \cdot 10^{-3}$. Then, if for example, $N_i = 1000$ having substituted (7) in (5) we receive, $\sigma_0 = 2.5$ and $\sigma_s = 5 \cdot 10^{14}$.

Let's try to calculate the maximum range at which the cloud of particles [11] can be revealed:

$$R_{\text{max}} = \sqrt{\frac{P_r \cdot G_a \cdot S_a \cdot \sigma_s}{(4\pi)^2}},$$

(8)

where $S_a$ is the effective antenna aperture, and $P_r$ is the power of the accepted signal defined by sensitivity of the receiver [11], which

$$P_r = \frac{P_i \cdot G_a \cdot S_a \cdot \sigma_s}{(4\pi)^2 R^4},$$

(9)

where $R = 150$ km.

The effective antenna aperture $S_a$ is connected with an antenna gain $G_a$ [13]:

$$S_a = \frac{G_a \lambda^2}{2\pi},$$

(10)

Having substituted (10) in (9), and (9) in (8), we receive value $R_{\text{max}} = 1.5 \cdot 10^5$ m.

Conclusions

In this paper the properties of volcanic ash as the object of radar surveillance has been considered. The method of volcanic ash zones monitoring with use of polarimetric radar has been grounded.

The carried-out calculations have allowed to make the conclusion that radar systems of centimeter and millimeter wave band can be useful for monitoring clouds of volcanic ash, especially when using polarizing methods of sounding and signal processing for the purpose of recognition of reflecting particles types.

Active sounding in a millimeter range of wavelengths [9] is perspective for monitoring clouds of volcanic ash.

The complex use of methods of the remote sensing intended for monitoring of dangerous weather conditions has especially high potential for wide application at safety of flights in the conditions of atmosphere pollution by a volcanic ash.
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THE USE OF RADIOLOCATION CONTROL METHODS TO PROTECT THE PERIMETERS OF LARGE OBJECTS

To detect an intruder for the perimeter security of a large object it is proposed to use radiolocation sensors. The sensors are chosen with taking into account the use conditions, which are inhomogeneous along the object perimeter. The way to simplify a synthesis of the security system is to use a space imaging data.

In today's conditions, when terrorism becomes a planetary problem, the issue of ensuring security of various objects has become one of the most topical both for organizations and enterprises and in general for the state. Need to settle security problems caused rapid development of technology in this area, the development of an extensive range of products and systems for security purposes, the establishment and modernization of methods of providing security for objects perimeter [1-3]. However, the security of large objects (airports, oil depots, power electrical installations, etc.) with limited access requires solving a number of additional challenges determined by the great length of the perimeters with the various terms of use for methods and systems to ensure security.

The purpose of this paper is to show the effectiveness of using different radiolocation methods and tools for perimeter security of large objects, where characteristics of these tools may compensate various environmental influences on each particular part of secured perimeter.

The large object is some organizational and industrial structure located over a large area (with a different topography, vegetation, level of electromagnetic fields, etc.) and composed of buildings and structures with common perimeter (Fig. 1). To prevent unauthorized access to the object the monitoring tools are placed along the inner side of its perimeter composed into a united security system.

To localize the region of violation as well as compensate the influence of environment on the effectiveness of the monitoring system, the entire secured perimeter is divided into a number of control zones. Within each of these zones one or more tools are set to monitor the presence of an intruder. From a technical point of view a security system of the perimeter of a large object can be considered as telemetry system, with functions of collecting, processing and presentation of

Fig. 1. Example of location of perimeter security system of a large object
information about the state of the object [4-6]. In general case the block diagram of a security system of the perimeter of large objects can have the structure shown in Fig. 2.

![Block Diagram of Security System](image)

**Fig. 2.** The block diagram of a security system of the perimeter of a large object:

- CCS – central control system for perimeter security;
- DU – display unit of the system state;

To identify a person or group of people trying to make unauthorized entry to the object the sensors of various types are used. Type of sensors is determined by the physical phenomena underlying the principles of their actions:
- the infrared radiation of biological object;
- reflection of electromagnetic waves with optical and radio-frequency spectrum;
- scattering of acoustic and electromagnetic waves;
- the change of magnetic or electrostatic fields, etc.

According to the principles of use, radar facilities are classified as: radio ray, radio wave, infrared, optical, acoustic, ultrasonic, etc. [1-3].

The efficiency of various radiolocation controls will be different under different conditions of their use. That is why the solution to the problem of identification of an intruder into the perimeter of a large secured object has a number of features [4].

First of all, this is work in the near zone (from several to hundreds meters) allowing to localize the place of intrusion. In addition, it is necessary to build a narrow radiation pattern without side lobes, thereby reducing the likelihood of misoperations, and thus improve the efficiency of security system.

Furthermore, it is important not to have dead space near the receiving and transmitting antennas, due to the necessity to provide a continuous field along the secured perimeter throughout the entire volume.

Moreover, there are some limitations on the power and frequency characteristics of the radiolocation tools, which are defined by their noise immunity, stability to electronic resistance, as well as the possibility of impact on staff, ensuring the security of the object.

The lower bound of radio receiving route sensitivity of security systems is usually defined such as to ensure the separation of noise from animals, birds and underlying vegetation. Also for this purpose an adaptive processing of received information is often used.

Let us consider the use of radiolocation monitoring methods of an intruder presence by the example of two-position radio ray tool (Fig. 3).
In the figure we use the following notation:

\( L \) – the distance between the receiving and transmitting antennas;

\( l_1, l_2 \) – the distance from the intruder to the transmitting and receiving antennas respectively;

\( D \) – the height of the intruder;

\( D_d, \theta_d, D_h, \theta_h \) – the geometric parameters of antennas;

\( H_A \) – the distance between the antennas and the ground;

\( A \) – the distance between the antennas and a vertical barrier.

Two-position radio ray tool is a set of receiving and transmitting devices that create an electromagnetic field of a given configuration, defined by the parameters of the antennas and the control area of the object, and

\[
P_{REC} = P_{TR} \left( \frac{G \lambda}{4 \pi L} \right)^2 |F|, \tag{1}
\]

where:

\( P_{REC}, P_{TR} \) – power at the input of the receiving antenna and at the output of the transmitting antenna respectively;

\( G \) – antenna gain;

\( \lambda \) – the wavelength of electromagnetic radiation.

Influence of surface roughness (terrain, buildings, vegetation, etc.) of control zones to the work of the radiolocation tool is considered in an attenuation index

\[
|F| = \sqrt{1 + n^2 - 2n \cos \Omega}, \tag{2}
\]

where:

\( n \) – the reflection coefficient of the surface;

\( \Omega \) – phase of the reflected wave.

It is known that the propagation of radio waves from the transmitting antenna to the receiver forms a complex interference pattern. When \( D \gg \lambda \), RF-scattering region is determined by the ratio of the typical height \( D \) of the intruder to the radius \( R_1 \) of the first Fresnel zone. For the most of radiolocation control tools the condition of Fresnel diffraction \( D/R_1 \sim 1 \) is true. When an intruder moves across the secured region, he consecutively closes the Fresnel zones. It causes the receiver input signal to get a particular form. This form allows identifying the presence of the intruder in the monitoring area [1].
Therefore the quality of the radiolocation control tool functioning significantly depends not only on the geometrical parameters of the antennas \( (D_d, \theta_d, D_h, \theta_h) \) and the conditions of their placement, but also on the surface roughness of control zones.

Also, the performance of the radiolocation tools strongly depends on climatic conditions and other conditions of use:
- geological (topography, type and chemical composition of soil, water space, seismic activity);
- biological (plants, animals, birds, insects);
- climatic (wind, dust, sand, atmospheric precipitates, fog, solar radiation, temperature, thunderstorms, seasonal behaviour, etc.);
- electromagnetic fields and radiation;
- acoustic vibrations;
- level of radioactivity;
- level of illumination, etc.

Considering aforesaid, to create effective systems for perimeter security of large objects it is advisable and promising to use the technology capabilities and methods of geographic information systems (GIS) [9, 10].

GIS-technology is based on processing of space mapping information about the state of a secured object with its subsequent refinement for each control zone of the perimeter (Fig. 4).

![GIS-technology example](image)

Fig. 4. Example of using GIS-technology for the construction of the object perimeter by coordinates (a) and its profile (b) on a digital terrain map

Knowing the secured object coordinates and using digital maps you can get information about the profile of the perimeter of the object and the characteristics of each control zone. Then, having geo-information model of a specific object and information about the capabilities of existing radiolocation tools, it is easy enough to solve the optimization problem (discrete choice of radiolocation control tools with regard to the conditions of their use) for each control zone of the secured perimeter [11, 12].

**Conclusions**

To effectively protect the perimeters of large objects it is advisable to use radiolocation control methods. Due to the large extent of the secured perimeter of such objects one should consider the possibility of various conditions of use for the radiolocation tools in the different zones. In addition, for each specific zone of the perimeter one should choose such kind of control tool which is most effective for the respective conditions of use. It is possible to simplify the choice of control tools through the use of data obtained by space mapping.
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RADIOTECHNICAL SYSTEMS OF DETECTION RADIO SIGNALS AND EVALUATION OF THEIR CHARACTERISTICS UNDER THE INFLUENCE OF NOISE

The models of radio signals and radio detection of radio signals, proposed methods for evaluating their characteristics depending on the signal bandwidth.

Introduction. Scientific and technical problems of detection of radio signals and evaluation of their characteristics under the influence of noise were researched in the second half of the twentieth century and still relevant at this stage of development of radio systems. It should be noted that a considerable number of publications, radio detection tasks and tasks evaluation of their characteristics are the research on separate areas. Each of these areas devoted a significant amount of scientific publications. In most cases, consider the following sequence: first, consider the problems of detection, and then - task of evaluating the characteristics of radio signals the detected by the action of interference. The development of radio systems, the widespread use of computers and modern information technology has considerably expanded the potential of radio systems and, in spite of the number of results for the detection of radio signals and evaluation of their characteristics, such scientific and technical problem continues to be relevant and important today.

In this paper we will focus on models of radio signals, will be described in broadband and narrowband signals. It also describes the main methods used to detect radio signals and evaluation of characteristics of the data signals. These include the correlation method for broadband radio signals and method for processing radio signals using the discrete Hilbert transformation for narrowband radio signals.

Models of radio signals. The physical nature of the formation of radio signals as a combination of information signals and noise in most cases subjected to the action of random factors and, according to the classification of Kolmogorov, the modeling radio signals available with three different formations:

- the signal can be described by deterministic models, which are uniquely determined by initial conditions, but the initial conditions are random;
- signal as a function of time is random, i.e. described by a random process or random field;
- describes the temporal dynamics of the signal in different combinations, in most cases, additive or multiplicative mixture of signal and noise as random process.

Broadband signals. By broadband or a noise signal (noise) understands the realization of a stationary random process for which following condition is satisfied:

$$B = \Delta F T >> 1,$$

where $\Delta F$ means the bandwidth of the spectral density of the random process in Hz, $T$ - a time interval of observation the implementation of studied process, and the value of $B$ is called base of such a signal in seconds.

From this definition it follows that in its essence the definition is arbitrary, but in terms of classification of the signals is physically reasonable. If you specify this definition, it should be satisfy the following conditions

$$\Delta F >> 1 \text{ (Hz)}$$
that is, the value of the band of power spectral density a stationary random process should take a broad band of frequencies in Hz.

The properties of these signals makes them promising as well in solving some problems in communication systems, primarily for the operation of the system. Noise signals can be used in the construction of continuous (eg, FM), pulse (eg, time-pulse modulation) and discrete (eg, pulse code modulation) communication systems.

Narrowband signals. In some cases, the input radio signals are narrowband stationary signals - that is, those for which the spectral density (energy spectrum) is concentrated in a small band of frequencies $\Delta f$ around a certain center frequency $f_0 \gg \Delta f$.

The investigated narrowband radio signal is defined as

$$u(t) = A(t) \cos \Phi(t), \quad t \in T,$$

where the function $A(t)$ called bypass, and $\Phi(t)$ the phase of signal $u(\omega,t)$ for deterministic signals and

$$u(\omega,t) = A(\omega,t) \cos \Phi(\omega,t), t \in T,$$

for random radio signals, where $\omega \in \Omega$ - elementary event in the space of elementary events.

On the basis of models can be described a significant amount of information signals. But the structure of this model requires some justification. If defined the right side of equation (1) or (2), there is $A(t)$ and $\Phi(t)$, then the model is uniquely defined. But if you defined the left side of (1) or (2), in general, two functions $A(t)$ and $\Phi(t)$ can not determine.

It is known that the most significant influence on the results of detection in radar systems has a number of external and internal interference: to industrial, from lightning, space, internal (thermal, shot, flicker noise). Therefore, in formulation of problems for detection of radio signals interference action is necessary to consider the action of various factors, including the conditions of radio wave propagation in real time, the characteristics of radar detection systems, signal detection and interference.

**Methods of processing of radio signals.** In this paper we consider two statistical methods of processing of broadband and narrowband radar signals. Classification of the investigated signal is in some sense conditional and is defined as the formulation and the specific tasks.

The proposed statistical methods for processing these signals differ from each other and include the following.

**Correlation method.** It is assumed that a given model of the radar signal is represented as an additive mix

$$\xi(\omega,t) = \zeta(\omega,t) + \eta(\omega,t), \quad t \in (-\infty, \infty),$$

where $\zeta(\omega,t)$ is useful signal (usually limited in time and frequency), $\eta(\omega,t)$ is stationary random noise with zero mean and variance $\sigma^2$.

The statistical formulation of the problem of radar analysis of the additive mix (1) is the set of realizations.
\[ x_j(t) = s_j(t) + n_j(t), \quad j \in N . \] (4)

Features of the proposed statistical method for processing broadband radar signals consist of the following:

- method refers to the correlation method of signal processing;
- method is based on a preliminary orthogonal filtering the input radar signal of the form (1), followed by the traditional correlation signal processing.

Implementation of the proposed method of statistical analysis of radar signal interference effects shown in Fig. 1.

![Figure 1. Structure of the correlation processing system with orthogonal linear pre-filtering of the input signals](image)

The diagram in Fig. 1 shows the correlation structure of the system, in contrast to the traditional, made a preliminary filtering of signals orthogonal linear filter impulse response functions \( h_j(t), \quad j = 1, 2 \) which satisfy the orthogonal condition

\[
\int_{0}^{\infty} h_1(t)h_2(t)dt = 0 . \quad (5)
\]

Under the influence of "white noise" on a linear filter with the impulse response function \( h_j(t), \quad j = 1, 2 \). The impulse response function of such filter is described by a random process of "colored noise", more precisely a linear stationary process in the form

\[
\eta_j(\omega, t) = \int_{0}^{\infty} h_j(t-\tau)\eta(\omega, \tau)d\tau . \quad (6)
\]

where \( \eta(\omega, t) \) is white noise process.

If the input correlation system with pre-filtering of the orthogonal input signals (Fig. 1) receives a random signal such as "white noise" \( \gamma(\omega, t) \) as centered ergodic process with uncorrelated (independent) values, the response of such system is

\[
R_{12}(\tau) = M\{\eta_1(\omega, t), \eta_2(\omega, t + \tau)\} = \sigma^2 \int_{0}^{\infty} h_1(t)h_2(t + \tau)d\tau , \quad (7)
\]

where \( \sigma^2 \) is power spectral density of "white noise".

From the expression (4) and taking into account (3) with equal \( \tau = 0 \) we obtain

\[
R_{12}(0) = 0 . \quad (8)
\]
Let us examine this result in more details.

Under the influence of a random process such as "white noise" responses of orthogonal linear filters, like linear stationary processes in general, in the absence of their mutual time shift are uncorrelated.

The result of obtained form (6), i.e. in the absence of mutual shift between the responses $\eta_1(\omega,t)$ and $\eta_2(\omega,t)$ can be obtained using other methods of statistical signal processing. Depending on the mechanism of formation of shot noise the two Poisson random process are used. But by selecting the appropriate orthogonal filter result (6) mutual shift response filters can be obtained in the time interval, which has significant practical value [12, 13].

[13] justifies the choice of orthogonal linear filters, impulse response functions that describe the orthonormal Laguerre functions form

$$h_j(t) = \alpha L_{j-1}(2\alpha t) \exp(-\alpha t) U(t), \quad j \in \mathbb{N},$$

where $\alpha$ is filter setting (when used on a LC-elements $\alpha = 1/\sqrt{LC}$, for RC-elements $\alpha = 1/RC$)

$L_n(t)$ - Laguerre polynomial n-th order, $U(t)$ is Heaviside function.

When the input signal (1), where the additive noise $\eta(\omega,t)$ is a centered white noise and useful signal $\zeta(\omega,t)$ is any signal that is different from white noise, the response of the correlation of the input orthogonal Laguerre filters (Fig. 1) is represented as

$$R(\tau) = R_s(\tau) + R_n(\tau),$$

where the mutual correlation function of the Laguerre filter $R_n(\tau)$ responses when exposed to noise $\eta(\omega,t)$ of the form (1) with impulse response functions

$$h_j(t) = \alpha L_{j-1}(2\alpha t) \exp(-\alpha t) U(t)$$

$$h_j(t) = \alpha L_{j-1}(2\alpha t) \exp(-\alpha t) U(t), \quad j > i; i, j \in \mathbb{N}$$

described by

$$R_n(\tau) = \frac{(-1)^{i+j-1}}{(j-1)} \sigma^2 \alpha^2 L_{j-i-1}^1(2\alpha \tau) \times \exp(-\alpha \tau) U(\tau), \quad j > i,$$

from the last expression we obtain the following result

$$R_n(\tau) \equiv 0 \text{ при } \tau \in (-\infty,0],$$

where $L_{j-i-1}^1(t)$ is generalized Laguerre polynomial of n-th order, and $\sigma^2$ is power spectral density of white noise.

Based on the foregoing, as well as the results of publications [12, 13] on the application of statistical correlation method with pre-filtering the input signals orthogonal linear Laguerre filters in the problems of detection of radar signals in the presence of additive noise can draw the following conclusions:
• under the influence of additive white noise the responses of orthogonal Laguerre filters are uncorrelated to the axis of their mutual time shift, which makes it possible to detect any arbitrary signal, different from white noise;

• the theoretical studies of this makes it possible to get asymptotically singular case detection signal in additive white noise;

• the proposed statistical method makes it possible to solve a wide range of tasks of detection of broadband radar signals in the presence of additive noise, the latter of which can be described by a white noise process, as well as linear random process (colored noise) to improve signal to noise ratio at the output of the correlation system.

A method of processing of radio signals based on the discrete Hilbert transform. It is assumed that the model of the radar signal is also described as (1) and represents a narrowband random process [6, 14].

Application of computer equipment, as well as statistical phase meter [14] makes it possible to fully utilize the capabilities and ensure the effectiveness of the known method of envelope and phase (the method of complex amplitudes) for statistical analysis of narrowband radar signals. By its very nature this method is an implementation of a more general method of forming the quadrature components of the type cos and sin of the signal on the basis of the Hilbert transform. Realization of discrete, and in some cases moving the discrete Hilbert transform [14], signal processing system provides an opportunity to propose a system of statistical processing of narrowband radar signals, shown in Fig.2.

![Figure 2. The structure of narrowband radar signal processing](image)

Consider the basic operations of signal processing with such a system [14]:

• under the influence of the input signal $\xi(\omega, t)$ type (1) at the converter output Hilbert formed by the conjugate Hilbert signal $\xi_H(\omega, t)$;

• formed signals are given by

$$\xi(\omega, t) = A(\omega, t) \cos \Phi(\omega, t); \quad (14)$$

$$\xi_H(\omega, t) = A(\omega, t) \sin \Phi(\omega, t); \quad (15)$$

• random processes $A(\omega, t)$ and $\Phi(\omega, t)$ are called the amplitude and phase characteristics of the quadrature components, which are given by

$$A(\omega, t) = \sqrt{\xi^2(\omega, t) + \xi_H^2(\omega, t)}; \quad (16)$$

$$\Phi(\omega, t) = \text{arctg} \frac{\xi_H(\omega, t)}{\xi(\omega, t)} + \frac{\pi}{2} \left(2 - \text{sign}^{\xi_H(\omega, t)} [1 + \text{sign}^{\xi(\omega, t)}] \right) + K[\xi(\omega, t), \xi_H(\omega, t)]; \quad (17)$$

where $L[\xi(\omega, t), \xi_H(\omega, t)]$ is the operator of a clear definition of the phase characteristic in the range $[0, 2\pi]$, $K[\cdot]$ is operator of sweep phase characteristics of signals.
• statistical processing characteristics $A(\omega, t)$ and $\Phi(\omega, t)$ is the main task of the statistical processing of narrowband radar signals;
• one new information phase characteristic of narrowband radar signals is a phase difference characteristic of the emitted and received signals as the difference of the characteristics of the random signals.

Thus, as a statistical method of processing narrowband radar signal processing method was proposed using mainly discrete (moving discrete) Hilbert transform [6].

Conclusion. This paper provides an analysis of radiotechnical systems to detect of radio signals and to evaluate their characteristics under the influence of noise. The models of broadband and narrowband radio signals, which are used in radar systems. For these models, signal processing methods are presented: the correlation method of processing of broadband signals with orthogonal pre-filtered using filters Laguerre and narrowband radio signal processing method using moving discrete Hilbert transform.
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In this work, we demonstrate working prototypes of radiometric scanning systems that operate in 8-mm and 3-mm frequency range. Main technical characteristics of scanning systems are discussed. Besides, we elaborate on the ways to decrease the overall scanning time and improvement in the sensitivity of corresponding systems. Different methods of receiving radiometric data and processing techniques are compared.

**MILLIMETER AND SUB-MILLIMETER WAVE RADIOMETRIC IMAGING SYSTEMS**

In this work, we demonstrate working prototypes of radiometric scanning systems that operate in 8-mm and 3-mm frequency range. Main technical characteristics of scanning systems are discussed. Besides, we elaborate on the ways to decrease the overall scanning time and improvement in the sensitivity of corresponding systems. Different methods of receiving radiometric data and processing techniques are compared.

**INTRODUCTION**

It is widely known [1, 2] that increase in the operating frequency range causes increase of the sky brightness temperature, which is a power of the illuminate radiation and contribute to the sharper radiometric contrast of different objects. The main advantage of utilizing the electromagnetic waves in mm and sub-mm band is their robust and almost lossless propagation through bad weather mediums such as rain, smoke, fog and sand storms, where optic systems are not effective. Another advantage of such band is its ability to propagate through different materials and clothes [3-5]. These characteristic properties of the band make the basis of working principles of the large amount of radiometric security systems [4-11]. For instance, passive millimeter-wave imaging systems are very promising for detection of dangerous and outlaw objects (weapons, explosives, drugs, etc.), which are generally tediously concealed under persons' clothing and are not detectable using conventional systems. Because of the terroristic acts that take place in the last decade, the high-resolution radiometric systems for fast imaging at short distances are essential for personal weapon control in public places. Besides, due to the ability of penetration through poor weather conditions, the radiometric imaging possesses a great promise as a means to aid aviation in low visibility conditions [4, 6, 7, 9].

In this work, we show different prototypes of passive radiometric systems, which work in 8-mm (33-38 GHz) and 3-mm (90-104 GHz) frequency range. We provide technical characteristics of utilized antenna setups, receivers and mechanical scanning modules, as well as discuss different radiometric data processing and visualization techniques. We also demonstrate scanning results of different objects obtained from 10 m to 2.5 km distance and acquired in 3 to 600 seconds scan time.

**IMAGING SYSTEM DESCRIPTION**

**A.8th-mm multichannel imaging system setup**

The focal plane array is formed on base of radiometric sensors [6], which are direct detection receivers with input low-noise amplifiers. The sensors operate in frequency band $33-38$ GHz and have temperature sensitivity not worse than $10mK/\sqrt{Hz}$ in total power mode. Small sizes of the sensors and stretched configuration provide its efficient packing into array. The array contains 32 sensors located in a shape of two venial rows and presented in Fig.1.a. A multibeam quasioptical antenna consists of the main antenna and feeds located in a focal plane of the main antenna. The prime-focus-fed parabolic reflector is used as a main antenna. The reflector has diameter $D = 900nm$ providing the beam width near $0.6^\circ$ at $3dB$ level. The dielectric rods antennas are used as feeds. Each teed is connected with its sensor and directed to the center of the main antenna. The
reflector with feeds in total plane forms 32 beams. The angle between adjacent beams in vertical plane is 0.46° and total angle of view in vertical plane is 16 degrees.

![Image](image1.png)

Figure 1. a) Photo of multichannel radiometric imaging system; b) Image and c) photo of the same scene.

The antenna with array is attached to the scanning mechanism, which provides the antenna scanning in horizontal plane by angle ±60 degrees. The scanning mechanism includes the optical sensor of the angle, which gives information about the antenna position in any time during system operation. The signals reading is carried out through each 0.17 degree (1 pixel) in full angle of view in horizontal plane equal to 90 degrees. In order to form an image on monitor screen the software – hardware complex has been developed. Computer sets the operating modes for scanning mechanism, carries out processing of the received signals, and forms the image on a monitor. The computer with a monitor is placed separately from scanning receiver unit at convenient distance and is connected to the unit by means of special cable. The investigations of the system in natural conditions were carried out. In Fig.1.b the image of SPE «Saturn» yard territory obtained with help of the developed system is shown. For comparison in Fig.1.c the photo of the same scene is shown. Sufficiently good quality of the image in 8 mm wave's band is demonstrated. The time of scan was 3 seconds.

B. A prototype sub-THz imaging scanning system

The 2-D sub-THz imaging system is presented in Fig.2.a and was used as a tool for conducting radiometric experiments and receiving images of different objects. The scanning system consists of a focusing lens manufactured from polyethylene, radiometric receiver with a horn antenna, two-coordinate device for mechanical moving of the receiver [5-11], ADC and PC for data storage, visualization of the information received and system managing.

The superheterodyne radiometric receiver for extremely high frequency range (3-mm band) was developed and created in ILHT. The radiometric receiver is created as a waveguide superheterodyne scheme with a low-noise amplifier at the input. The front-end part of radiometric receiver is presented in Fig.2.b. The receiver heterodyne consists of a master oscillator based on Gann diode and on low-noise buffer amplifier. A mixer is made by balance scheme using AsGa Schottky diodes. Conversion losses of the mixer did not exceed 6.5dB in working frequency band. Intermediate frequency section consists of three low-noise amplifiers and a band filter. Amplification factor of the intermediate frequency section was more than 50dB and noise factor was 1.1dB. The detector was done by voltage doubling scheme on Schottky diodes. Working frequency range of the receiver was from 97 to 104GHz. The receiver sensitivity measured and adjusted to one second was ΔT = 0.0031K. Temperature inside the receiver is supported at the level of 45° C with accuracy no less than ±0.1° C.
Figure 2.  a) Photo of 2D passive scanning radiometric system; b) front-end part of the radiometric receiver.

Value of radiometric gain \([1-3]\) obtaining as the following formula \(q = \sqrt{\Delta f \cdot \tau}\), shows a signal which \(q\) times smaller than intrinsic noises of the receiver and it may be registered by radiometer. For achieving different values of the radiometric gain when conducting experiments, different filters with \(\tau = 1\text{ms}\), \(\tau = 10\text{ms}\) и \(\tau = 100\text{ms}\) were manufactured. The output of receiver signals for filters with different integration time is presented in Fig.3.

Figure 3.  Output of receiver signals: a) \(\tau = 1\text{ms}\); b) \(\tau = 10\text{ms}\); c) \(\tau = 100\text{ms}\). The vertical scale is 10mV/div, horizontal scale is 10s/div.

It is known \([1, 2]\), that when energy with power of \(P\) incidents on an arbitrary material than part of this power \(P_\rho\) is reflected, the other part of the power \(P_\alpha\) is absorbed, and the third part of the incident power \(P_\tau\) passes through the material. Reflection factor, absorption factor and transmission coefficient are connected with each other by the following equation:

\[
\rho + \alpha + \tau = \frac{P_\rho}{P} + \frac{P_\alpha}{P} + \frac{P_\tau}{P} = 1,
\]

and usually \(\tau \approx 0\), so \(\rho + \alpha \equiv 1\). In literature you may find that \(\tau \approx 0\), but practically \(\tau \neq 0\), thus, part of the power passes through the material and this part may be registered. In his work \([4]\) the author gives only results of investigations of the reflection factor of some materials at frequencies of 94GHz. In our work investigations of reflection factor for different construction materials were carried out in the first series of experiments. This irradiation from the cold sky was employed as non-coherent illuminating radiation. The materials under investigation were located at the distance of 2m from the lens and they totally overlapped its aperture. The results of the experimental investigations of the transmission factors of different construction materials for the frequency range of 97–104GHz are given in Tab.1.
TABLE 1. Transmission factor for different construction materials.

<table>
<thead>
<tr>
<th>Type of material</th>
<th>Transmission</th>
<th>Type of Transmittance</th>
</tr>
</thead>
<tbody>
<tr>
<td>concrete</td>
<td>0.000174</td>
<td>fiberglass</td>
</tr>
<tr>
<td>brick</td>
<td>0.000133</td>
<td>cellular plastic</td>
</tr>
<tr>
<td>marble</td>
<td>0.000522</td>
<td>beech galley</td>
</tr>
<tr>
<td>gypsum</td>
<td>0.00148</td>
<td>window pane</td>
</tr>
<tr>
<td>pine (dry)</td>
<td>0.000601</td>
<td>plywood</td>
</tr>
<tr>
<td>plasterboard</td>
<td>0.0365</td>
<td>paper board</td>
</tr>
<tr>
<td>fiberglass</td>
<td>0.003</td>
<td>board-on-edge</td>
</tr>
<tr>
<td>polyethylene (film)</td>
<td>0.1717</td>
<td></td>
</tr>
</tbody>
</table>

In the next series of experiments a pattern of letter “A” made from absorbing material was fixed on the metal reflector retranslating irradiation of the cold sky. Scanning of the object, letter “A”, was conducted in two regimes: the first regime with using of different construction materials placed on the way of radiometric signal propagation and the other regime - without such materials. Photo and the radiometric image obtained for letter “A” when scanning without obstacles and through plasterboard are presented in Fig.4, correspondingly.

![Image](image1.png)

**Figure 4.** Radiometric scanning at distance of 10m: a) photo of the scanning system and photo of letter «A»; b) radiometric image of an object without wall; c) radiometric image of the object behind the wall made from plasterboard.

The experiments carried out showed us possibility of obtaining radiometric images of objects located behind obstacles if transmission coefficient of materials no less than 0.005. One should notice good quality of the obtained radiometric images for contrast objects located at distances from 10m to 150m. In paper [11] showed a possibility of detection of weapon and other different dangerous objects concealed under person’s clothing with reflection factor less than 0.2. In our experiments we investigated possibilities of detection of weapons and other objects concealed under the winter clothing (clothing with high reflection factor $\rho \leq 0.4$), and the person was behind the wall ($\tau \geq 0.005$) at distance of 10m. One of the results obtained is presented in Fig.5. Radiometric image of dangerous objects (weapons) with reflection factor of $\rho \approx 1$ has sufficient dependence on the angle of view. Results of the experiments are given in Fig.5. At the foreground of the radiometric image one can see a gun concealed under winter clothing at distance of 10m, at the right behind there is a building at distance of 150m, and at the background at the top there are floating clouds.
Figure 5. Photo and radiometric image when scanning weapon concealed under clothing at distance of 10m, building at distance of 150m and clouds at the background. The outline of the gun is marked by the dotted line.

Landscape where the experiments were carried out allowed to scan objects at the sea surface and to estimate maximum operational range of the system. Its photo and radiometric image are represented in Fig.6. In the images one can see low-contrast sea targets – ships located at distance of 1000m (Fig. 6.a and 6.b), at distance of 2500m (Fig.6.c and 6.d) and also an opposite side of a bay located at distance of 10km. Difference in radiometric images in Fig.6.b and Fig.6.d is image inversion. It may be explained by different elevation angles for scanning. In the first case, Fig. 6.b, the scanning system was fixed at the level of 10m above the sea level, and in the second case, Fig. 6.d, the level was approximately 300m above the sea level. The time of 2D scanning was 600 sec for resolution 32x32 pixels.

Figure 6. Radiometric measurements at sea: a) photo and b) ship image at distance of 1000m; c) photo and d) ship image at distance of 2500 m. The outline of the ship is marked by the dotted line.

C. A prototype sub-THz multichannel imaging scanning system

This radiometric system is designed as a multichannel sub-THz system. The scanning system consists of quasioptical antenna system, receiver array, and mechanical scanner with the control system of its movement, ADC array and personal computer with developed software.

The quasioptical antenna system consists of parabolic mirror with diameter of 1.2m and feed system which is situated in the image plane. The focal distance of antenna system is 1.32m. The design of the feed system is analogous to the feed systems in 8-mm frequency range, which has small geometry, which allows to form a compact array of the receiver with feed system. Wideband low-noise receiver was designed and manufacture in State Research Center “Iceberg” for 3-mm band passive radiometric measurements and presented in Fig. 7.a, 7.b. Receiver is based on total power scheme and involves the active AsGa elements. The receiver has waveguide input that allows using the different types of horn or dielectric-rod antennas and makes possible the measurements of receiver parameters by standard equipments.

Radiometric signal from waveguide-to-microstrip transmission comes to the four cascaded amplifier of radiofrequency. This gain distribution amplifier is based on balanced three-stage low noise monolithic HEMT amplifiers. Amplifier output signal is detected. The detector operates in the quadratic regime with zero bias. The detector load is a low frequency filter of the seven units. Useful signal after detector is amplified. This amplifier provides detector output isolation, matching
between analog and digital circuits. The measured quantity of the operation frequency range of the receiver made up 90–100 GHz. The gain factor of linear part of the receiver in operation frequency range is no less than 52 dB. The temperature sensitivity of the receiver is 0.67 mV/K. The installable gap of the integration time is 1ms – 1s. The second wideband low-noise receiver, which is presented in Fig. 7.c, 7.d, was initially developed as a component of receiver array (designed by A. Pavlyuchenko). The receiver is notable for lower bandpass flatness in operation frequency range, higher gain factor and lower dimension and weight. Both of the receivers have similar other parameters.

![Image of receiver designs](image)

**Figure 7.** Radiometric Radiometric wideband low-noise total power receiver: a, c) model and photo of receiver designed and created in State Research Center “Iceberg”; b), d) model and photo of the new receiver designed and created by A. Pavlyuchenko.

The 3D model of the system and its realization are depicted on the Fig. 8, left and right, respectively. The system is built on top of the moving circular platform. The platform can rotate about its axis and tilt. The rotation and tilting are accomplished by two servomotors. The sensor is mounted onto the stake in front of the reflector and is propelled by a small DC motor. All of the motors are computer controlled. Positions of the reflector and the sensor stake can be adjusted and have 2 degrees of freedom relative to each other.

![3D model and setup](image)

**Figure 8.** This figure depicts a 3D model (left) and the setup of the developed scanner (right). Arrows on the 3D model indicate pathways along which movement is controlled by their corresponding motors.

**D. Image acquisition**

Particularly, the system can operate in two different image scanning modes, which we name moving platform and moving sensor, respectively. The results of these experiments are represented in Fig. 9. Both of the modes aim at sampling the scan area with a single point sensor, however differ in the
Figure 9. This figure depicts an ordinary photograph of a scanned area (up) and its corresponding radiometric scan (down) obtained by our system at an approximate distance of 150m.

approach the area is being covered. In the moving platform mode, the position of the sensor is fixed before the scan is started. Then, the system’s platform performs alternating horizontal and vertical (tilt) moves to scan the area. In contrary, in the moving sensor mode the platform inclination is fixed and the scan is performed by alternating horizontal movement of the platform and sensor head movement along its stake.

E. Image processing and visualization

In this section, we shortly describe image processing and visualization techniques we are performing to process radiometric data acquired by the scanner. All of the implemented techniques are made available to the operator as well as can be flexibly assembled into the integrated image processing pipeline to attain better results. First of all, to prepare the radiometric data for display it is mapped to a gray scale palette. We perform this mapping using contrast stretching technique, which linearly maps raw radiometric values to a range of [0-255]. For instance, the Fig.10.b demonstrates the result of mapping the radiometric data (depicted on the Fig.10.a to a gray scale, where 1% of pixel values at each end are saturated. Histogram equalization is another method to enhance image contrast, however was not very efficient in our case. Instead, we use contrast-limited adaptive histogram equalization (CLAHE) [12], which divides image into a grid and then operates on each cell separately rather than processing entire image as ordinary histogram equalization does. CLAHE uses bilinear interpolation to
smooth artificially induced boundaries and stitch processed cells into a final result. The Fig.10.c depicts result of applying CLAHE to the image on the Fig.10.b. Besides, we provide gamma correction functionality to maximize the visual quality of the result image and let the user adjust its parameter as appropriate. The Fig.10.e demonstrate application of the gamma correction. Radiometric data is rather noisy and the noise is gradually amplified when subsequent contrast enhancement methods are applied. In order to suppress noise and enhance visual quality of the image, we use Wiener filter [13] that adaptively smoothes image according to its local variation and at the same time preserves edges and other high frequency content. Fig.10.d result of applying Wiener filter.

It is well known that humans can differentiate between 20-30 grayscale tones at the same time, while on the other hand the color is comprehended much better [14]. We provide an option of mapping grayscale images to a number of different color palettes as well as let the user to edit the color palette according to his/her needs. For instance, the Fig.10.f demonstrates such false color mapping.

**CONCLUSIONS**

The paper shows the possibility of creation of radiometric scanning systems in 8 and 3 millimeter frequency range. The principles which were taken as basis for 32-channel radiometric scanning system experimentally proved that chosen design was right. This principles were used while designing radiometric system in sub-THz frequency range. 32-channel radiometric system which works in $33-38\,GHz$ frequency range is built with usage of low-noise total power receivers which provides obtaining of the radiometric image during 3 seconds.

While increasing operating frequency of radiometric systems up to $90-100\,GHz$ (sub-THz band), radiometric image contrast increase too, which allows to increase usage area of such systems. With the usage of total power receivers which work in frequency range of $90-100\,GHz$ the sensitivity of $0.67mV/K$ is received. The developing up to the receivers which are based on superheterodyne scheme and are working in frequency range of $97-104\,GHz$ allowed to reach the sensitivity of $\Delta T = 0.0031K$ ($\tau = 1s$). Weight and gross geometry coefficients of the receiver in waveguide performance are creating technical problems while realisation of the multichannel radiometric system.

The high sensitivity of superheterodyne receiver allowed to hold the experiments to determinate and fixate dangerous objects and weapon which was hidden under winter clothes and through walls made from different materials from the distance of 10 meters. The experiments to determine transmission coefficient for different building materials were held. The maximum quantity of transmission coefficient for buildeng materials which allowed radiometric scanning was experimentally determined. The losses in polyethylene dielectric lens which was used in this radiometric system, did not stop the experiments with low luminance contrast targets at the distance up till the $2500\,m$. 
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AUTOMATIC MEASURING SYSTEM FOR REMOTE SENSING FOR MONITORING ADVERSE WEATHER CONDITIONS

Abstract.

In Central Aerological Observatory jointly with the specialists from the Radiophysical Research Institute in the end of '90th years of the last century designed the remote method of measuring temperature profiles of ABL based on measurements of self-emitting heat radiation of atmosphere on frequency near 60 GHz. The evolution of the equipment based on experiences and results of temperature profiles measurements are presented in the report.

II. INTRODUCTION

The lower atmospheric layer as opposed to the rest of the atmosphere is characterized by significant intra-diurnal variability of all meteorological characteristics. Monitoring its state using conventional technology, i.e. radio sounding, is incompatible with the space and time scale of this variability. To ensure the representativeness of the analysis of the results of actual measurements of models need to have tools that provide long time series of data available for the maximum heights of the atmospheric boundary layer (ABL). Microwave temperature profiler (MTP-5) has been developed as an instrument for continuous measurements of the temperature stratification in boundary layer. [1] The study of atmospheric boundary layer thermal structure is of huge interest for multiple applications, particularly it concerns works in Polar Regions. The first application for monitoring in Polar Region was for diamond quarry in Russian Yakutia region since 1992. The specific of this measurements was not only in wide range of the operating temperature (-60° to -70°C), but also in the scanning of the depth of quarry.

Experience of creation and usage of this device allowed making a version of MTP-5 for unattended work in extreme weather events. These devices also were utilized in Polar Regions:
Kola Peninsula, north of Sakhalin island, Barrow station (Alaska), on ice-breaker in North Pole district during SHEBA (Surface Heat Budget of the Arctic Ocean) (Fig.1). The experience in use of these devices showed that it was necessary to have maximum height vertical resolution in lower layers of ABL for the investigations. All these requirements led to the creation of the new profiler MTP-5P – special version of the MTP-5 device (Fig. 1c).

Evolution of the antenna's system and of other parts of the device has been based on the previous experiences of creation and usage and gave us a new upgraded version of MTP-5PE (Fig 2). MTP-5PE also has good vertical resolution in first 100 meters (10 m) due to the antenna system with a narrow beam (about 1 degree) and can operate in an ambient temperature range from -80 to +45 degrees.

III. EVOLUTION OF THE TECHNICAL PARAMETERS

From November 2002 to March 2003 profiler MTP-5P successfully had passed tests on Antarctic French-Italian continental station Dome-C (75006’S and 123023’E, height above sea level 3233 m, distance from coast 1100 m) [2,3]. Successful tests of MTP-5P during Antarctic summer allowed testing MTP-5P in more severe conditions. It was realized on all-the-year-round French-Italian station “Concordia” (near Dome-C where expeditions made only in Antarctic summer).

Polar profiler has vertical resolution 10-25 m on first 100 meters above Earth surface and keeps full capacity for work at very low temperatures (down to -80C). Main parts of device are high sensitive microwave radiometer tuned on frequency 60 GHz (5 mm wave length), antenna system which provides width of directional diagram 0,50, scanner made in the Netherlands company Kipp&Zonen, microprocessor device and meteo protection system. Applying of large antenna mirror which was necessary for thin beam caused problems with meteo shield. In contrast to MTP-5 the MTP-5P fixed radio transparent covering of antenna, with the result that the device needed maintenance in conditions of liquid precipitation.

For solving this problem a new modification of device which kept advantages of polar version and high-altitude modification MTP-5HE was created (Fig 2). Active meteo shield makes device unattended for any weather conditions, the newest antenna system provides high accuracy of temperature profiles measurements in a layer of 100-200 m, and using of receiver with frequency 56,6 GHz provides availability to install temperature profiles up to 1000 meters. The theoretical distribution of the errors in temperature profiles measurements and retrieval as inverse task were confirmed as result the statistical comparison with the operational radiosonde observations (RAOBs). The root-mean-square (RMS) error is in range from 0.2 up to 1.2 degree for the heights range from 0 up to 1000m with the error of height determination about 25%.

In Moscow the MTP-5PE has been calibrated by the use of special microwave target with different temperatures. The procedures of the self calibration also have been tested. The procedures of self calibration have made the correction by the use of the algorithm in software by use signal

Figure 2. MTP-5PE on Russian drifting station North Pole – 39: April 2012. 83.7N 111.9W.
from horizon and sensors data. This technology is well known and applicable for MTP-5 because it work in range near 60 GHz [4, 5].

IV. RESULTS OF MEASUREMENTS

In Antarctica, long-lived stable ABLs are in direct contact with the free atmosphere. Then the standard theory of the nocturnal stable ABL is not applicable. Instead of the ABL as such, we need to consider a two-layer system consisted of the ABL and the capping inversion developing in the course of time due to the persisting radiative cooling of the ice/snow surface. [3]

Figure 3. The example of the temperature profiles typical for winter season (a) and with elevated inversion in first 50 m (b) have been measured on station Dome-C in July-August 2005.

Here, ABLs - the layers with large turbulent kinetic energy - are generally shallow (about 30 m), while the capping inversions, with rather low turbulent kinetic energy but strong temperature fluctuations and hence pronounced turbulent potential energy, could be quite deep. From the mean temperature profiles it is impossible to distinguish between the ABL and the capping inversion. [3]

The example on Fig.3 (a) illustrates the typical temperature profiles for winter season for stable boundary layer and good resolution of the first 50 m temperature stratification.

Figure 4. The example of the temperature profiles typical for winter season during strong temperature inversion in Moscow on 02/02/2009 and pictures from centre of the city are shown.

The preferences of the continuously measurement is allow to have results of monitoring ABL not only for scientific tasks, but for ecological services also. On Fig. 4 has been shown the results of measurement in Moscow during strong inversions in winter time. MTP-5 data has been successfully used continually for ecological by Moscow ecology service last 6 years.

Since 2009 the measuring system developed on base of MTP-5 and 4000 series SoDARs have been installed in Rome Fiumincino airport for monitoring of the fog. The SoDAR 4000 offers the highest resolution data available allowing for data recovery in 5 meter increments. This SoDAR measures wind starting at the 30m level up to the 200m level (Fig.5).
Hoefler Consulting Group (HCG), Anchorage, Alaska, has installed a meteorological monitoring station located on Endeavor Island, adjacent to Endicott Island, 28 kilometres northeast of Prudhoe Bay, Alaska. The Endeavor Island (Alaska) meteorological monitoring station, which began operation on May 15, 2010, is instrumented with MTP-5PE, for the purpose of obtaining atmospheric temperatures at multiple levels up to 1,000 meters above ground level. The intent is to use the resulting temperature profiles to support atmospheric modelling necessary for permitting petroleum development in the area. Besides, high resolution capabilities of antenna system and installation algorithm quality allowed observe double inversion in polar region in a 300 meters layer and retrieval high elevated inversion. The example of the double inversion and result of comparison with radiosounding data are shown on Fig.6.

Figure 6. Temperature profiles typical for Endeavor Island summer (a) and example of comparison with radiosounding data(b) on Alaska is shown 2010.
The profiler MTP-5PE provides continuous (every 5 min.) measurements of the temperature profiles of ABL on Russian polar drifting station-39 (Arctic and Antarctic Research Institute - AARI of the Russian Federal Service on hydrometeorology and environmental protection) since April 2012 (Fig.7). Device was installed on station and had operated in automatic mode. There was unusual dynamic of the inversion in boundary layer during this period (Fig.7).

![Figure 7](image_url)

**Figure 7.** The time series for polar region were measured by use MTP-5PE version (April 2012).

V. CONCLUSIONS

New automatic measurement system based on MTP-5 allowed to measuring temperature profiles up to heights 1000 meters practically in all weather conditions (with outside temperature up to minus 80°C). Besides, high resolution capabilities of antenna system and installation algorithm quality allowed observing double inversion in polar region in a 300 meters layer. Such systems are allowed to have results of monitoring ABL not only for scientific tasks, but for ecological services also.
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EXTREME HIGH FREQUENCY RADIOMETRIC IMAGING SYSTEM

A prototype of a multipurpose scanning radiometric imaging system of extremely high frequency range 97–104 GHz with sensitivity of $\Delta T = 0.0031 K(\tau = 1 s)$ for $1 ms \leq \tau \leq 100 ms$ is presented in the work. Investigations of transmission factors of different materials are carried out for through-wall detection of different objects as well as for detection of weapons concealed under the clothing. Results of radiometric measurements of objects located on the sea surface at distances in between 10 m to 2.5 km are also given.

INTRODUCTION

Passive millimeter-wave imaging systems are very promising for detection of dangerous objects (weapons, explosives, drugs, etc.) concealed under persons’ clothing, without revealing itself. Because of the terroristic threats in the last decade, the high-resolution radiometric systems for fast imaging at short distances are essential for personal weapon control in public places. Owing to ability to penetrate poor weather for surveillance in the long-range regime, the radiometric imaging holds great promise as a means to aid aviation in low visibility conditions.

Millimeter-wave imaging systems have shortages of low speed of operation and small spatial resolution in comparison with optical systems [1, 2]. It is usual to solve this problem by using multi channel scheme of the imaging sensor module. Such array of sensors is capable of 2-D scenes in real time. Unfortunately this high cost design has disadvantages of the channel identity and stability. Spatial resolution constrained by the Rayleigh criterion is determined first of all by the receiver sensitivity and image reproduction quality of antenna. Low-noise amplifiers and low aberration antenna systems are intended for improving the spatial resolution.

In this work a prototype of a passive scanning radiometric system operating in frequency range of 97–104 GHz and employing high sensitive receiver created on super-heterodyne scheme is presented. Polyethylene lens antenna with the aperture size 500 mm was used for carrying out radiometric experiments for distances to objects from 10 m to 2.5 km. Investigations of reflection factors of different construction materials are carried out for through-wall detection of different objects as well as for detection of weapons concealed under person’s clothing. The receiver sensitivity achieved allowed us to conduct radiometric scanning of low contrast objects such as ships at different elevation angles for distances from 1 km to 2.5 km. The aim of the work was investigation of potential possibilities of the system and areas of applications of this high sensitive radiometric system.

IMAGING SYSTEM DESCRIPTION

A. Overview

A modified 2-D scanning system presented on Fig.1 was used as a tool for conducting radiometric experiments and receiving images of different objects. The scanning system consists of focusing lens [3, 4] manufactured from polyethylene, radiometric receiver with a horn antenna, two-coordinate device for mechanical moving of the receiver [3, 5], analog-to-digital converter and PC for data storage, visualization of the information received and system managing.
The superheterodyne radiometric receiver for extremely high frequency range (3-mm band) was developed and created in ILHT. The radiometric receiver is created as a waveguide superheterodyne scheme with a low-noise amplifier at the input. The front-end part of radiometric receiver is presented on Fig.2. Employment of the low-noise amplifier at the receiver input allows to decrease noise factor and to increase its sensitivity [6-8]. The receiver heterodyne consists of a master oscillator based on Gann diode and on low-noise buffer amplifier. A mixer is made by balance scheme using AsGa Schottky diodes. Conversion losses of the mixer did not exceed $6.5\,\text{dB}$ in working frequency band. Intermediate frequency section consists of three low-noise amplifiers and a band filter. Amplification factor of the intermediate frequency section was more than $50\,\text{dB}$ and noise factor was $1.1\,\text{dB}$. The detector was done by voltage doubling scheme on Schottky diodes.

Working frequency range of the receiver was from $97\,\text{GHz}$ to $104\,\text{GHz}$. The receiver sensitivity measured and adjusted to one second was $\Delta T = 0.0031\,\text{K}$. The radiometric receivers are characterized by the amplifier factor between $60\,\text{dB}$ to $120\,\text{dB}$, thus obtaining minimum fluctuations of the amplifier factor is a very complicated problem and is an actual problem in the radiometry [7, 8]. In this case this problem is solved by using double supply voltage stabilization of all the units in combination with temperature stabilization of the whole receiver. Temperature inside the receiver is supported at the level of $45°\,\text{C}$ with accuracy no less than $\pm 0.05°\,\text{C}$. As a result the given temperature regime of the receiver was achieved, deviations of the output fluctuations do not exceed $10\,\text{mV}$ (for integration constant value of $100\,\text{ms}$).

Value of radiometric gain [7, 8] is obtained as the following formula $q = \sqrt{f \cdot \tau}$, shows a signal which $q$ times smaller than intrinsic noises of the receiver and it may be registered by radiometer. For achieving different values of the radiometric gain when conducting experiments,
different filters with $\tau = 1ms$, $\tau = 10ms$ и $\tau = 100ms$ were manufactured. The output of receiver signals for filters with different integration time is presented on Fig.3.

Figure 3. Output of receiver signals: a) $\tau = 1ms$; b) $\tau = 10ms$; c) $\tau = 100ms$. The vertical scale is 10mV/div, the horizontal scale is 10s/div.

Coaxial input and output of the filters gave the opportunity to change the value of the radiometric gain of the receiver $q$ when carrying out the experiments during very short time.

**EXPERIMENTAL RESULTS**

It is known [7, 9], that when energy with power of $P$ incidents on an arbitrary material than part of this power $P_\rho$ is reflected, the other part of the power $P_\alpha$ is absorbed, and the third part of the incident power $P_\tau$ passes through the material. Reflection factor, absorption factor and transmission coefficient are connected with each other by the following equation:

$$\rho + \alpha + \tau = \frac{P_\rho}{P} + \frac{P_\alpha}{P} + \frac{P_\tau}{P} = 1,$$

and usually $\tau \approx 0$, so $\rho + \alpha \approx 1$. In literature you may find that $\tau \approx 0$, but practically $\tau \neq 0$, thus, part of the power passes through the material and this part may be registered. In his work [10] the author gives only results of investigations of the reflection factor of some materials at frequencies of 94GHz.

In this work investigations of reflection factor for different construction materials were carried out in the first series of experiments. For these experiments the high sensitive radiometric scanning system was used, and irradiation of the cold sky which was supplied by a metal plate located at the distance of 10m from the receiving lens at the angle of 45°. This irradiation from the cold sky was employed as non-coherent illuminating radiation. The materials under investigation were located at the distance of 2m from the lens and they totally overlapped its aperture. The results of the experimental investigations of the transmission factors of different construction materials for the frequency range of 97–104GHz are given in Tab.1.

<table>
<thead>
<tr>
<th>Type of material</th>
<th>Transmission factor, $\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>concrete</td>
<td>0.000174</td>
</tr>
<tr>
<td>brick</td>
<td>0.000133</td>
</tr>
<tr>
<td>marble</td>
<td>0.000522</td>
</tr>
<tr>
<td>gypsum</td>
<td>0.00148</td>
</tr>
<tr>
<td>pine (dry)</td>
<td>0.000601</td>
</tr>
<tr>
<td>plasterboard</td>
<td>0.0365</td>
</tr>
<tr>
<td>polyethylene (film)</td>
<td>0.1717</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type of material</th>
<th>Transmission factor, $\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>fiberglass</td>
<td>0.003</td>
</tr>
<tr>
<td>cellular plastic</td>
<td>0.00458</td>
</tr>
<tr>
<td>beech galley</td>
<td>0.000893</td>
</tr>
<tr>
<td>window pane</td>
<td>0.08125</td>
</tr>
<tr>
<td>plywood</td>
<td>0.0458</td>
</tr>
<tr>
<td>paper board</td>
<td>0.151</td>
</tr>
<tr>
<td>board-on-edge floor</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

In the next series of experiments a pattern of letter “A” made from absorbing material was fixed on the metal reflector retranslating irradiation of the cold sky. Scanning of the object, letter “A”, was conducted in two regimes: the first regime with using of different construction materials placed on the way of radiometric signal propagation and the other regime - without such materials. Photo and the radiometric image obtained for letter “A” when scanning without obstacles and through plasterboard are presented on Fig.4, correspondingly.
The experiments carried out showed the possibility of obtaining radiometric images of objects located behind obstacles if transmission coefficient of materials no less than 0.005 0. One should notice good quality of the obtained radiometric images for contrast objects located at distances from 10m to 150m.
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**Figure 4.** Radiometric scanning at distance of 10m: a) photo of the scanning system and photo of letter «A»; b) radiometric image of an object without wall; c) radiometric image of the object behind the wall made from plasterboard.

In paper [11] a possibility of detection of weapon and other different dangerous objects concealed under person’s clothing is shown. However, it should be noticed that in the most of the experiments described light summer clothing with reflection factor less than 0.2 was used. In our experiments we investigated possibilities of detection of weapons and other objects concealed under the winter clothing (clothing with high reflection factor \( \rho \leq 0.4 \)), and the person was behind the wall \( \tau \geq 0.005 \) at distance of 10m. One of the results obtained is presented on Fig.3. Radiometric image of dangerous objects (weapons) with reflection factor of \( \rho \approx 1 \) has sufficient dependence on the angle of view.

For one-to-one detection of objects concealed under the clothing, it is necessary to obtain scanned images at different angles. It may be illustrated by Fig.5. On Fig.5c a gun concealed at chest of a person has a smaller radiometric contrast than when scanning it at angle of 45 degrees (Fig.5d).

![Image](image_url)

**Figure 5.** Photo, radiometric image: a), c) frontal position; b), d) position at random angle. The outline of the gun is marked by the dotted line.

During the experiments, the value of radiometric gain was changed and such its value was found so that concealed weapon and other objects may be detected at distances of 10m and also objects located at distances of 150m at the same scene and clouds in the sky.

As it was mentioned above, the lens antenna system was used in the scanning system that did not allow obtaining in-focus image of objects located at different distances. Results of the experiments are given on Fig.6. At the foreground of the radiometric image one can see a gun concealed under winter clothing at distance of 10m, at the right behind there is a building at distance of 150m, and at the background at the top there are floating clouds.
Landscape where the experiments were carried out allowed to scan objects at the sea surface and to estimate maximum operational range of the system. The photo and radiometric image are represented on Fig.7. In the images one can see low-contrast sea targets – ships located at distance of 1000m (Fig. 7a and b), at distance of 2500m (Fig.7c and d) and also an opposite side of a bay located at distance of 10km.

Difference in radiometric images on Fig.7b and Fig.7d are image inversion. It may be explained by different elevation angles for scanning. In the first case, Fig. 7b, the scanning system was fixed at the level of 10m above the sea level, and in the second case, Fig. 7d, the level was approximately 300m above the sea level.

CONCLUSIONS
In the work possibility of creating of multipurpose scanning radiometric system operating in frequency range of 97 – 104GHz with sensitivity of $\Delta T = 0.0031K \ (\tau = 1s)$ for $1ms \leq \tau \leq 100ms$ was demonstrated. The system provides obtaining of radiometric images as for weapon concealed under person’s clothing at distance of 10m as well as low-contrast sea targets at distance of 2500m. Investigations of reflection factors of different construction materials were conducted, the possibility of detecting of objects and people behind walls as well as weapon concealed under person’s clothing behind walls at distance of 10m were shown.
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DOUBLE FREQUENCY SOUNDING OF ELLIPSOIDAL WATER DROPS

The peculiarities of nonspherical water drops double frequency sounding are studied. The study is performed in the framework of the Pruppacher’s model for ellipsoidal drops using theory of dipole moments for calculation of drops backscattering. It was shown that differential radar cross-section of ellipsoidal drops practically does not differ from spherical drops with equal root-mean-cube diameter.

The comparison with the experimental data confirms the validity of the assumptions used

Traditionally used single frequency sounding on the base of so called Z-I- relation [1] does not permit to obtain single-valued restoration of the precipitation parameters (intensity, water content etc.) and the methods of double frequency sounding are developed intensively [2, 3] for example in the framework of Tropical Rainfall Measuring Mission (TRMM) [4] and Global Precipitation Measurement (GPM) [5]. The main advantage of such methods is ability of precipitation microstructure parameters measuring that permits to study practically all others characteristics. Besides of this the use of double frequency sounding can provide single valued solution of inverse problem [6] using combined method of microstructure parameters profile measurements with subject to signal attenuation due to precipitation.

In general, the double-frequency method is based on measuring of differential radar cross section (RCS) of the precipitation as a ratio of their specific RCS at two frequencies \( \sigma_d = \frac{\sigma_0(\lambda_1)}{\sigma_0(\lambda_2)} \), where

\[
\sigma_0 = \int_0^\infty dr \sigma(r, \lambda) N(r), \quad \sigma(r, \lambda) - \text{RCS of a single drop, } N(r) - \text{particles distribution on size [2-4].}
\]

At that the assumption about spherical drop shape is traditionally used that permits to use rigorous solution of the electromagnetic scattering problem on dielectric sphere (Mie theory) [7] for calculation of the value \( \sigma(r, \lambda) = \sigma_s(r, \lambda) \). But shape of the drops, especially of large drops, notably differs from spherical form and the applicability of this assumption must be examined additionally. That is why the goal of the present paper is to estimate the influence of the water drops nonsphericity on results of double frequency sounding.

Shape of the drops in steady fall. The distortion of the drop spherical shape – fig. 1a can be described in the framework of the Pruppacher’s model [8] which is valid when wind impact is absent and in the steady-state fall. In this case the drop has shape of biaxial ellipsoid with horizontal axis \( 2b \) and vertical axis \( 2a \) – fig. 1b. The root-mean-cubic radius (RMCR) of such drop \( r_e = \sqrt[3]{ab^2} \) is widely used and defines the eccentricity (ratio of ellipsoid semiaxes) [8]

\[
e = \frac{a}{b} = \left\{ \begin{array}{ll} \frac{9}{16} \rho_m \frac{V_w}{\gamma} & \text{for } 0 \leq r_e \leq 0,45 \text{ mm} \\ 1,03 - 0,124 r_e & \text{for } 0,45 \leq r_e \leq 4,5 \text{ mm} \end{array} \right.
\]

where \( \rho_m = 1,1937 \cdot 10^{-6} \) - density of saturated water streams (g·mm\(^{-3}\)), \( V_w \) - velocity of steady drops fall (mm.p.s), \( \gamma = 72,75 \) - water surface tension (g·s\(^{-2}\)) at the temperature \( T = 20^\circ C \).

The dependence of steady-state velocity of drop fall (m.p.s) on their RMCR (mm) may be approximated as follows [2] \( V(r_e) = 9,65 - 10,3 e^{-1,2r_e} \) which asymptotically tends to the value 10 m.p.s. This permits to calculate the drop eccentricity on RMCR – fig.2a and the calculated dependence is shown in fig. 2b where the horizontal axis rises more rapidly than vertical which is important for electromagnetic scattering.
Electromagnetic scattering of ellipsoidal drops. To calculate the scattering from ellipsoidal drops we use the approximate method based on calculation of dipole moments [9]. Omitting the calculation details it is possible to show that RCS of ellipsoidal drop along small and large axes equals to \( \sigma_{x,y} = I_{x,y} \cdot \sigma_s \), where \( I_{x,y} \) - components of the scattering intensity

\[
I_x = \left[ g - g' \right] a_x \left( a_x \sin \alpha \cos \alpha + g' \cos \alpha \right] \frac{g_x}{g_s}, \quad I_y = \left[ g - g' \right] a_y \left( a_y \sin \alpha + a_x \cos \alpha + g' \sin \alpha \right] \frac{g_y}{g_s};
\]

where \( g = \frac{ab^2 \cdot e' - 1}{3} \), \( g' = \frac{ab^2 \cdot e' - 1}{1 + (e' - 1)q} \), \( e', e'' \) - real and imaginary part of drop dielectric constant, \( q = \frac{2}{\pi} \frac{1}{l^2} \left( 1 - \frac{l^2}{l^2} \cdot \arcsin l \right), \quad q' = \frac{1}{2} - \frac{1}{2} q, \quad l = \sqrt{1 - e^2}, \quad \sigma_s \) - RCS of spherical drop, for which scattered energy equals \( I_x = 0, I_y = \frac{g_x^2}{g_s^2}, \) for Hor polarization \( \alpha = 0^\circ, \alpha_1 = a_2 = a_3 = 0 \) and scattered energy \( I_x = \frac{g_x^2}{g_s^2}, I_y = 0 \).

To calculate RCS of a spherical drop we used rigorous theory Mie [7, 11] in the form

\[
\sigma_s(r_s) = \frac{1}{\rho^2} \sum_{n=0}^{\infty} (-1)^n (2n+1) (a_n - b_n) \left( \frac{r_s}{\lambda} \right)^{2n+1} \]

where \( \rho = \frac{2\pi r_s}{\lambda} \), \( a_n \) and \( b_n \) Mie coefficient, expressions of which are given in [7].

To calculate complex dielectric constant \( \varepsilon = \varepsilon' - j \varepsilon'' \) we used generalized formulas of Debye [10] that provide good accuracy in microwaves. So in the fig. 3 the dependences of normalized RCS on RMCR are shown for wavebands \( \lambda = 8,6 \text{ mm} - a \) and \( \lambda = 3,2 \text{ cm} - b \) (curves 1 correspond to Hor polarization and curves 2 – to Ver polarization). For comparison the curves 3 are presented for spherical drops that confirms the evident relation – RCS of ellipsoidal drop at Hor polarization is always larger than RCS of spherical drop and does not exceed the RCS of ellipsoidal drop on Ver polarization. It is necessary to note that curves 1 and 2 have practically the same divergence for orthogonal polarizations when RMCR increases in different wavebands which leads to important result: the differential RCS of ellipsoidal an spherical drops of equal volume practically does not differ in wide range of RMCR and for different combinations of wavebands – fig.4 (fig.4a – Hor polarization, fig. 4b – Ver polarization, curves 1 correspond to \( \lambda_1 = 0,86 \text{ cm} \) and \( \lambda_2 = 3,2 \text{ cm}, \) curves 2 - \( \lambda_1 = 0,86 \text{ cm} \) and \( \lambda_2 = 10 \text{ cm} \) ). So in the framework of the present consideration the data of double frequency sounding practically does not depend on shape of the drops and the assumption concerning their sphericity is quite true.

From the other side, the approximate character of the calculations performed is it necessary to estimate the validity of the assumptions used. For this to do we compare the data obtained with the results of more rigorous calculations of electromagnetic scattering on ellipsoidal drop on the base of Pruppacher model in 8 mm waveband. The results of comparison are shown in fig. 5, where curves 1 correspond to the present data and curves 2 – to the data of [11], fig. 5a presents data for Ver polarization and fig.5b – for Hor polarization of incident waves. As one can see the approximate solution practically does not differ from more rigorous calculations [11] when RMCR does not exceed \( 2r_s \leq 3 \text{ mm} \) (diffraction parameter \( \rho_s = \frac{2\pi r_s}{\lambda} \sqrt{\varepsilon' \leq 10} \)).
In spite of disagreement of the data presented for large drops it is necessary to note that diameter of the main number of drops at European area does not exceed 2\(r_3=0.8\div0.9\) mm [9] and maximal diameter 2\(r_3=3\) mm occurs in heavy shower with intensity more than \(I \geq 50\div60\) mm.p.h, the probability of which \(\leq 0.1\%\) [12]. That is why it is reasonable to assume that the error due to the approximate calculations of RCS for large drops 2\(r_3\geq3\) mm in total RCS of polydisperse medium in general case will be negligible quantity.

The conclusion regarding small impact of nonsphericity of rain drops on double frequency sounding does not conflicted with the data of experimental study in wavelengths \(\lambda=8,2\) mm and \(\lambda=3,2\) cm [13]. In the paper citied the electromagnetic scattering studied using drops, the shape of which notably differs from spherical – fig. 6. But in this case the drop stretched in vertical direction (not became flat) due to peculiarities of the drops forming and short distance of free fall. But in the case under consideration the direction of elongation does not matter and the data of obtained by double frequency sounding \(r_{2f}\) well correspond to contact measurements on the base of RMCR \(r_v\) and photographing \(r_f\), at that the data discrepancy does not exceed 4 \% (see table).

So the experimental data presented in [13] indirectly confirm the possibility of double frequency sounding use for measurement of dimensions of nonspherical water drops with accuracy that is quite enough for practical needs.
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AIRBORNE RADAR – THERMAL INFRARED DIAGNOSING OF OVERWATERING SOILS

In the paper are analyzed results of overwatering soils combined monitoring by airborne remote sensing complex ARSC-30 Ka-band SLAR and thermal IR scanner, realized sequentially during day- and night-time of dry autumn season. It is shown a good mutual supplement thermal infrared and microwave data to the underflooding manifestations identification.

Effects of aviation monitoring of the subsurface overwatered soil zones, in particular of the underflooding areas as result of subsurface water rise, are analyzed. Full-scale experiments were conducted in the conditions of different seasons - in the winter, in the summer and in the autumn by means of the Ka-band side looking airborne radar SLAR, thermal IR scanner "Malahit-1" and aerial monochrome photo camera AFA-41/7,5.

Effects of autumnal surveying [Konyukhov, 2010] have appeared the most informative. The visual analysis thermal IR (consecutive, day-time and night-), radar and optical images of test range has allowed to identify (except zones of vegetation well observed on the optical images, typical for boggy areas) manifesting effect of thermal inverse of a zones in a various degree is subsurface the moist and remoistened soil as on agriculture fields, and in immediate proximity from the railway. These zones are distinctly observed in the form of darknes on night-time IR images, (for example on fields №2 and №3, fig. 1b). Precipitations around test range during aviation monitoring and within previous two weeks it was not observed.

On fig. 1 presents images of test range around settlement the Horoshee Ozero, obtained by airborne remote sensing complex ARSC-30 in a day-time and night-time in the beginning of October (a - IR day-time, b- IR night-time and c - SLAR) are given.

The numbers marks the fields that were investigated. By arrows the explored sections (columns) transiting through the same sites of fields on various images are shown. Images of these columns are presented on fig.2.

On fig.1d it is presented zoomed IR the day-time image of a field №3 with tracks of a haul of straw, by a horizontal arrow are scored a straw stack, and vertical arrows of a solar blind zones behind forest belts. On fig.1e - the optical image of a field №3 obtained by an aerial survey (winter). And on fig.1f the strip image of a column «e» in the field 3 (fig.1d), transiting through a stack of straw and a blind zone is shown.

Comparison IR (day-time and night-) and SLAR images, and also columns of these images transiting through the same sites of fields, allows coming to conclusion that:  
- Day-time thermal IR images (fig.1a) are substantially formed under the influence of the solar radiation scattered by a ground surface and caused by distinctions in albedo of fields and objects;  
- Night-time IR images (fig.1b) demonstrate the significant residual effect of day-time action of a solar radiation on their thermal state - for example, an average thermal radiation of a field №1 (fig.2b,) (which during daylight hours most intensively scattered a solar radiation) much more low than at a field №3 (fig.2h) on which tracks of a haul of straw (as colder) also are well stand out;  
- The dry autumnal season is a favorable time for radar - thermal IR monitoring of underflooding manifestations, since they (fig.1b, 2f) are distinctly manifested on night-time IR images (are marked by flag indicators, in the main on not used fields, for example in the field №2). Thus SLAR image (fig. 1c) testifies that weed vegetation coating not used fields, for example a field №2, has practically growth stopped. SLAR here it practically "does not see".
And canopy variations where vegetation growth has not stopped yet (on kitchen gardens with various late crops of a field №4, and field №5 with winter wheat young growth) are observed SLAR well enough (fig.2h.). Judging by night-time IR to the image of kitchen gardens in the field №4 and from the settlement opposite side Horoshee Ozero the vegetation, which vegetation growth is prolonged, could mask of underflooding manifestations essentially.

Full-scale aviation experiments was accompanied by land contact measuring of soil humidity (confirmed presence of underflooding in remotely found out sites [Rodzock, 2005]), weather data on temperature of soil, water and air in night and day time were thus gained also.

Considering that fact that the most stable reference value is water temperature in ponds (+9°C in the afternoon and +8°C at night), and the ground surface temperature changed from +13°C in the afternoon to +3°C at night, and guessing that the soil of a field №1 (having the greatest albedo) has least saved up heat in day-time at the expense of a solar radiation and consequently the temperature of its surface is closest to measured on a meteorological station at night, estimates of temperature contrasts (concerning averages on matching field on night IR images) zones of underflooding manifestations - (3,5° - 4°) and zones of different albedo, for example, tracks of a haul of straw - (2° - 3°) have been conducted.

Comparison of these effects allows to conclude that the negative temperature contrasts on intensity night-time IR radiation in itself cannot be a trusty sign of definition of underfloorings manifestations since they may be caused by various factors. Trusty definition is possible only on the basis of system of the attributes considering of accumulation of heat in a soil at the expense of a solar radiation, heat flow variations in depth of a soil (called by changes of the subsurface humidity) and a vegetation stratum over a ground. Analyzing so-called multivariate «spaces of attributes» is necessary.

On fig. 3 the image three-dimensional «spaces of attributes» on which axes are put aside intensity measured in computer levels of samples of columns (fig. 2) day-time IR (I_{IR, d.t., comp.lev}), night-time IR (I_{IR, n.t., comp.lev}) and SLAR images (I_{SLAR, comp.lev}). The white round scores the attributes matching to zones of underflooding manifestations. It is visible that for requirements of conducting of full-scale experiment (dry autumn) attributes of underflooding zones can be reliably identified in three-dimensional «space of attributes», built by results of consecutive day-time – night-time radar - thermal IR sensing.

**Conclusions**

The analysis of effects of full-scale experiments on aviation radar – thermal infrared monitoring of the underflooded areas as result of subsurface water rise, has shown that in the conditions of dry autumn sharing of data of consecutive day-time and night-time sensing allows in three-dimensional space of attributes (IR -day, IR -night and SLAR) it is quite reliably identify the zone of soil overwatering manifestation, as without vegetation, and coated with weather.
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Fig. 1. The images of test range obtained in a day-time and night-time in an autumnal continuance of 2004 (a - IR day-time, b- IR night-time and c - SLAR), d - zoomed IR the day-time image of a field №3 with tracks of a haul of straw (the horizontal arrow marks the image of a stack of straw, and vertical arrows of a solar blind zones behind forest belts), d - the optical image of a field №3 obtained by an aerial survey (winter), e - the strip image of a column in the field 3 (fig. 1d), transiting through a stack of straw and a blind zone.
Fig. 2. Strip images of columns IR and SLAR images marked on fig. 1:

- column "a" (IR day-time -a, night-time -b) transiting from below upwards through forest belt at the railway, the harvested field covered stubble, forest belt, kitchen gardens with various crops;

- column “b” (IR day-time -c, night-time -d) transiting through forest belt at the railway, a field covered stubble, forest belt, a field of shoots of winter wheat;

- column "e" (IR day-time -e, night-time -f) transiting through an open pond, the boggy patch, the thrown field with underflooding manifestations and forest belt at the railway;

- column “d” (IR day-time –g, night-time -h) transiting through the harvested field with tracks of transportation (haul) of straw, partially overgrown a tall weeds;

- columns “e” (SLAR -i) and –“f” (SLAR -j).
Fig. 3. Three-dimensional «space of attributes», built by results of consecutive day-time – night-time radar - thermal IR and SLAR sensing. On image axes: intensity measured in computer levels of samples of columns day-time IR ($I_{IR, d.t., \text{comp.lev.}}$), night-time IR ($I_{IR, n.t., \text{comp.lev.}}$) and SLAR images ($I_{SLAR, \text{comp.lev.}}$). The white circle marks values corresponding to underflooding manifestations zones.
SPECTRAL-POLARIMETRIC METHOD OF OBJECTS AND PHENOMENA OBSERVATION

This paper introduces a new method of remote sensing that combines spectral and polarimetric features of signals received from distant objects, providing spectral analysis of polarimetric variables. The detailed theory is developed for the case rain observation, however generalization for other objects is made, and some examples of spectral polarimetric approach application in different fields are presented.

Introduction

Remote sensing as the process of obtaining information on distant objects without direct physical contact with them has received wide development. It includes the study of the earth's surface from flying vehicle, obtaining information about the atmosphere and the objects in the atmosphere, astronomical and astrophysical observations, and more. Radiation, as a rule of electromagnetic nature, including light, is used as an information carrier in remote sensing. Sometimes radioactive radiation or acoustic oscillations (for example, in the atmosphere or in water) can be used. In this paper, we restrict ourselves to electromagnetic radiation.

Active and passive remote sensing techniques have been developed and applied in a wide range of operating frequencies of electromagnetic oscillations. Various characteristics of radiation are used as informative parameters. Spectral analysis of signals is probably one of the most popular signal processing procedures to obtain information about the object under study. In active radar, polarization remote sensing techniques are widely used. Numerous polarimetric parameters are known that carry various information about the characteristics of objects. Doppler-polarimetric approach that was developed for remote sensing of clouds and precipitation [1 - 7] allows us to obtain information about velocities and shape of the scatterers in the resolution volume.

In this paper we attempt to generalize this approach to a broad class of problems in remote sensing of natural phenomena and objects. A new spectral-polarimetric method is useful to explore of remote objects and natural phenomena. The essence of the method is explained below.

Statement of Problem

Suppose that there are real world, some aspects of which we would like to explore. That part of the real world (system), which represents those system aspects, which are interesting for us, is the object of study. Let us define what means to explore? By this we mean, roughly speaking, to construct some mathematical models that improve our understanding of the research object, allows to make predictions about its future state or behavior, and may provide information about how to control that part of the real world (system), which is the object of our study. The exploration (as a process) can be implemented by collecting data, the introducing these data into the mathematical model, analysis of the model to adjust the data collection procedures, including conducting experiments on the system, if possible. The problem becomes much more complicated, if the object is remote, inaccessible to direct physical contact, as well as for the controlled change of its state. However, for specific objects and situations, it is possible to construct a phenomenological model to calculate the informative parameters that can be assessed with some accuracy using the results of experimental observations.

We focus onto the polarimetric informative parameters that are known to carry information about the nature of the formation of an electromagnetic signal, such as the shape and spatial orientation of the object, or a scatterer the case of active radar. On the other hand, if the received
signal is not monochromatic that is satisfied almost always, we can analyze density of the polarimetric parameter on its frequency components, ie the spectral density of a polarimetric parameter. Thus, we arrive at the notion of spectral polarimetric characteristics. While a conventional polarimetric parameter characterizes the integral properties of the resolution volume of the object under study, a spectral-polarimetric characteristic, which is a function of frequency, gives an idea of the fine structure of the scatterers within the resolution volume. Thus, this approach provides a kind of the super-resolution, when it is possible to distinguish between scatterers within a resolution volume, though without specifying the exact location of them inside this resolution volume.

The physical interpretation of the results of spectral-polarimetric analysis should depend on the nature of the object and essence of the problem being solved. Special case when the resolution volume is filled with non-spherical (in general case) scatterers that can move with different velocities, leads to Doppler polarimetry. In this case, the physical meaning of the argument of the spectral density of a Doppler-polarimetric parameter is the frequency associated with the radial velocity of the scatterers corresponding to the their shape and orientation.

**Doppler Polarimetry in Case of Rain Observation**

**Doppler approach.** Doppler radar is able to measure important parameters of target speed, however radial velocity depends on the number of factors and moreover, there are a number of scatterers in a resolution volume. In reality we deal with Doppler spectrum $S(*)$ which is power spectrum of complex signal that is expressed as function of Doppler frequency $f$ or velocity $v$.

In case of the velocity as the argument, $S(v)$is interpreted as reflectivity weighted distribution of radial velocities of scatterers in resolution volume. Thus, $S(v)dv$ means received power in the velocity interval $dv$. In case of such definition $S(v)$is normalized as

$$\int_{-\infty}^{\infty} S(v)dv = \bar{P}_{R_x}$$

where $\bar{P}_{R_x}$ is mean received power.

Doppler spectrum definition given above yields the following Doppler spectrum model of rain with $N(D)$ as drop size distribution, $p_p(v/D)$ as probability density of radial velocity of a droplet of given size (equivalent diameter) $D$, and $\sigma(D)$ as RCS of the droplet:

$$S_v(v) = \int_{D_{\text{min}}}^{D_{\text{max}}} p_p(v/D)\sigma(D)N(D)dD.$$  

This model is useful for interpretation of measured estimates $S_v(v)$ based on Fourier transform over the received signal.

In meteorological practice, only three Doppler spectrum parameters are normally used: zero moment (mean power or reflectivity factor), first ordinary moment (mean Doppler velocity) and second central moment (Doppler velocity variance) [8] though there are plenty research works, for example, [9 - 11] describing more complete application of Doppler spectrum.

Nevertheless, the main problems of Doppler approach are: influence of carrier velocity of the radar and antenna beam scanning; widening spectrum width due to limited (non-infinitely narrow) breadth of the antenna beam; influence of the sounding waveform and antenna pattern; influence of wind; ambiguity of velocity measurement because of sounding waveform modulation; inertia of scatterers when evaluating turbulence parameters.

**Polarimetric approach.** Complete description of a radar target can be done with the help of eight numbers, which constitute the scattering matrix:
where quantities $s_{xy}$, $x = H; V$, $y = H; V$ are in general complex with modulus $S_{xy}$ and argument $\psi_{xy}$. In expression (3) indexes mean polarization of receive component of scattered signal (first one) and sounding wave (second one), say, $H =$ horizontal and $V =$ vertical. In general case any orthogonal polarization basis can be use.

Scattering matrix is individual for each object or a class of objects and provides a target signature. Perfect reflectors reflect waves in such a fashion that an incident wave with $H$ polarization remains $H$, and an incident wave with $V$ polarization remains $V$ but is phase shifted $180^\circ$.

In reality it is difficult to measure absolute values of amplitudes and phases. That is why relative measurables are often used, for example, such values as $S_{HH}/S_{VV}$, $S_{HV}/S_{VH}$, $\psi_{HH} - \psi_{VV}$. For example, a typical polarimetric variable is differential reflectivity that is defined as

$$Z_{DR} = 10 \log \left( \frac{|S_{HH}|^2}{|S_{VV}|^2} \right)$$

and related with shape and orientation of a scatterer. For spherical scatterer $Z_{DR} = 0$.

A number of other important polarimetric variables are known and used [12]. Polarimetric approach is attractive because it is associated with relative measurements and multi-parametric systems; it is very sensitive to the shape and orientation of scatterers and is able to provide the signature of a target. However, it does not give any information about target speed. Polarimetric approach can be implemented with conventional (non-coherent) radar. However, nowadays application of coherent radar with polarization diversity is not a rarity. The question is how to use the advantages of such radar by the best way.

**Doppler-polarimetric approach.** Operational Doppler radars with polarization diversity, more often, just dual-polarization Doppler radars, are normally able to provide users with standard Doppler and polarimetric information in different modes. In contrast to that, Doppler (spectral) polarimetry tries to answer a new interesting question about the behavior of polarimetric parameters in case of reflection from scatterers that are within the resolution volume but are moving with different velocities.

For example, in the radar system with linear orthogonal polarization, instead of differential reflectivity (4) in works [2, 4] the following function is used

$$sZ_{DR} (f) = 10 \log \left( \frac{S_{hh} (f)}{S_{vv} (f)} \right),$$

that first was named ‘specific differential reflectivity’ [1] (in terms of frequency per unit), but later – spectral differential reflectivity [4]; it also can be named as spectral density of differential reflectivity [13].

A major improvement for understanding the microstructure of precipitation can be achieved by combining simultaneous Doppler and polarimetric information. Two power Doppler spectra, $hh$ and $vv$ must be measured simultaneously in order to obtain the Doppler velocity spectrum of $Z_{DR}$, that is, $sZ_{DR}(v)$. Thus, the spectral differential reflectivity is defined for each Doppler velocity.

A lot of other Doppler-polarimetric functions and parameters were proposed and studied, for example, spectral differential phase (or spectral density of differential phase) [2, 10, 14], spectral
linear depolarization ratio [1, 15], spectral covariance matrix [16], spectral density of the copolar correlation coefficient [10], differential Doppler velocity [5, 17], etc.

It was shown that spectral polarimetric approach can be used for detailed measures of the microstructure of precipitation and melting layer zone [2], turbulence intensity estimation [4], microstructure of rain determination [5, 17, 18], for retrieving winds and determination of scatterer types, separating birds and insects [13], recognition of hydrometeor type [19].

Detailed theory was developed relatively Doppler-polarimetric sounding of rain [7]. However, successful experimental works are known for different tasks of atmosphere remote sensing.

**Generalization of the Spectral Polarimetric Approach**

In this section we try to show that the spectral polarimetric approach is more general than the application of microwave Doppler-polarimetric radar remote sensing of the atmosphere considered above. It is reasonable to discuss the generality of the spectral-polarimetric approach, basing on the following characteristics:

- objects of study;
- methods of remote sensing;
- operational frequency-bands;
- physical meaning of the frequency in the spectrum;
- application areas.

First of all, note that it is logically to extend this approach not only to other meteorological objects, but also to any objects of research. Strictly speaking, the above problem of recognition between insects and birds in the atmosphere (that are not really meteorological objects) confirm that such an approach is effective for the detection of any objects having a complex shape and moving with different velocities.

Doppler polarimetric meteorological radar uses active methods of sounding. However the spectral polarimetry is suitable not only for active, but also for semi-active and possibly passive systems of remote sensing. Semi-active we mean a system that receives the signal scattered by the observation object that is illuminated by outside source of artificial radiation, which is initially designed and used for other purpose. Passive systems are taking the natural radiation of the object of observation.

For the spectral polarimetry is essential that the information carrier is characterized by a polarization capability. Therefore, it is clear that this approach is suitable for electromagnetic waves of any frequency-bands, including light.

Especially interesting to note that the spectral frequencies can characterize not only velocities of the scatterers (that is characteristic for Doppler polarimetry), but very different properties of the object of study, for example, the chemical composition of substances, through which the radiation. Therefore, the interpretation of analysis results and their physical meaning can be completely different, unconnected with velocities of the scatterers.

Application areas of spectral-polarimetric approach to remote sensing are extremely diverse. Even if you only rely on the results of Doppler-polarimetric radar, it can be argued that these results are important for aviation, meteorology, climatology, hydrology and agriculture. They are useful for communications, radar and navigation, as they allow to diagnose the state of the atmosphere especially the conditions of propagation, as well as for radar target detection in clouds and precipitation. Astronomy and astrophysics [20] is a separate interesting area of spectral-polarimetric method application.

The phenomenon known as planetshine occurs when reflected sunlight from a planet illuminates the night side of one of its moons. Typically, this results in the moon's night side being bathed in a soft, faint light. The best known example of planetshine is earthshine, which can be seen from Earth when the Moon is a thin crescent [21] because the Moon is illuminated not only by the
Sun light directly but also by the light reflected from the Earth that illuminates slightly the shadowy side of the Moon. Related with this phenomenon, a very illustrative example of the use of spectral polarimetry in astrophysics to search for life in the universe was recently published in Nature journal [22]. In that article, the results of the Moon observation over ESO’s Paranal Observatory in Chile, 27 October 2011 are presented. After reflection from the Earth the colors in the light are significantly changed. By observing earthshine astronomers can study the properties of light reflected from the Earth as if it were an exoplanet and search for signs of life. The reflected light is also strongly polarized in contrast with Sun light. Studying the polarization as well as the spectrum, that is, the intensity at different colors allows for much more sensitive tests for the presence of life.

In the atmosphere of a planet, the main biologically produced gases are oxygen, ozone, methane and carbon dioxide. But these can all occur naturally in a planet’s atmosphere without the presence of life. What constitutes a biosignature is the simultaneous presence of these gases in quantities that are only compatible with the presence of life [22]. If life were suddenly to disappear and no longer continuously replenish these gases they would react and recombine. Some would quickly disappear and the characteristic biosignatures would disappear with them.

This example provides the highest generalization level of spectral polarimetry.

Conclusion

A new generalized method of remote sensing that combines spectral and polarimetric features of signals received from distant objects and phenomena has been described. It has been shown that producing spectral analysis of polarimetric variables it is possible to derive various information about properties of distant objects and phenomena. The detailed theory was developed for the case of rain observation, however generalization for other objects has been done, and some examples of spectral polarimetric approach application in very different fields has been presented.
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THE DEVELOPMENT OF PROGRAM MODEL FOR ELECTROMAGNETIC COMPATIBILITY ESTIMATION

The paper addresses the problem of electromagnetic compatibility of television transmitters (standard dvb-t2) with existing radio relay and troposphere stations. The simulation program is based on Rec. and comparison of results by models ITU-R P.452 and ITU-R P.1546. Examples of computations and experimental investigations are given.

On November 26th 2008 the State program of digital broadcasting in Ukraine was approved. The aims of program are to implement the decisions adopted by Ukraine at the Regional Radiocommunication Conference of ITU-R in Geneva in 2006, which envisages the transition from analog to digital broadcasting by 2015.

The country must build an infrastructure for digital broadcasting with guaranteed coverage throughout the territory in the band 470-862 MHz (fourth and fifth television band).

An obligatory step in obtaining permission for broadcasting is positive decision about electromagnetic compatibility of digital broadcasting with other radio electronic equipment (REE), including radio relay and troposphere stations (RRS and TRRS).

Standards DVB-T2 are based on the algorithm coding audio and video MPEG-4 [1-3]. Implementation of standards DVB-T2 stipulates construction single-frequency synchronous network SFN. In single-frequency network synchronization of operation should be provided with satellite transmitters or terrestrial channels. Radiated symbols have to be identical.

In the DVB standard modulation COFDM (OFDM with previous coding) is used. TV signal of 8, 7, 6 MHz bandwidth is formed using orthogonal carrier, the frequencies of which are defined as:

\[ f_n(t) = \cos[2\pi(f_0 + n/\tau)t], \]

where: \( f_0 \) - the lower frequency of range; \( n \) - the number of sub-carrier 1 до \( N \); \( \tau \) - time interval of transmission of one symbol.

During modulation packet data stream is divided by \( N \) parts, which modulate carriers with less speed. Carrier frequency offset

\[ \Delta f_n = \frac{1}{\tau}. \]

To preserve orthogonality and prevent intersymbol interference that may arise as a result of multipath propagation, each symbol interval obtain protective value of 0,25 \( \tau \).

In the 8 MHz bandwidth, used in Europe, the maximum carrier number \( 8 \times 1024 = 8192 \) or \( 8K \). Each carrier is modulated by 4-position quadrature phase shift keying (QPSK) or 16-, 64-, or 256-position quadrature amplitude modulation (QAM). Accordingly, one modulation symbol on carrier transfers from two to eight bits.

Also according to the number of quadrature modulation levels the data stream is divided into: 2 sub-streams for QPSK, 4 sub-streams for 16- position QAM. So during demultiplexing the first bit appears in the first sub-stream etc. Sense of internal interleaving is permutation by definite individual rule in each sub-stream of bits by block with length 126 bits. In parallel outputs of the internal interleaving block the modulation symbol is formed with two, four or six digits. One carrier transfers one symbol. Therefore, using 8K mode simultaneously is radiated 48 groups of 126 symbols, that corresponds to 6048 carriers with useful information, or \( 12 \times 126 = 1512 \) carriers using 2K mode. QAM-symbols are divided into different sub-channel of OFDM interleaving,
which allows to restore the information at a loss of OFDM-symbol. Complex signal of OFDM-symbol [3] is written
\[ S_n = \sum_{k=0}^{N-1} C_k (nT)e^{j2\pi knT/n}, \]
where: \( T \) - discrete time interval; \( n \) - reference number.

Expression (1) identical to the Fourier inversion at sampling interval equals to the ratio of duration of one transmission symbol to the carrier number.

Radiated DVB signal looks like noise-type with Gauss distribution. Spectrum of signal consists of a large number of partial spectral modulated carriers. Due to this spectrum is practically continuous.

Radio frequency mask of DVB-T2 radiation signal is presented at Fig. 1 [4].

![Radio frequency mask of digital television with bandwidth of 8 MHz](image)

**Fig. 1** Radio frequency mask of digital television with bandwidth of 8 MHz

Typical antenna system can be built on the basis of firm ELTI sectored antennas TVA 31/50 or TVA 24/50, which have a similar structure and different number of radiators (respectively 4 and 2). TVA 24/50 can radiate waves with horizontal or vertical polarization (depending on the spatial position) in a working range of 470-862 MHz, directivity factor 6.8 ... 9 dB (with respect to the dipole), bandwidth in \( E \) and \( H \) planes \( 2\theta_{0.5}^{E} = 56^\circ, 2\theta_{0.5}^{H} = 49^\circ \).

Many types and combinations of interference path may exist between stations on the surface of the Earth, and between these stations and stations in space, and prediction methods are required for each situation. This paper addresses one of the more important sets of interference problems, i.e. those situations where there is a potential for interference between microwave radio stations located on the surface of the Earth. The method [5] includes a complementary set of propagation models which ensure that the predictions embrace all the significant interference propagation mechanisms that can arise. Methods for analyzing the radio-meteorological and topographical features of the path are provided so that predictions can be prepared for any practical interference path falling within the scope of the procedure up to a distance limit of 10000 km.

Microwave interference may arise through a range of propagation mechanisms whose individual dominance depends on climate, radio frequency, time percentage of interest, distance and path topography. At any one time a single mechanism or more than one may be present. The principal interference propagation mechanisms are as follows:

- **Line-of-sight** (Fig. 2): The most straightforward interference propagation situation is when a line-of-sight transmission path exists under normal (i.e. well-mixed) atmospheric conditions. However, an additional complexity can come into play when subpath diffraction causes a slight
increase in signal level above that normally expected. Also, on all but the shortest paths (i.e. paths longer than about 5 km) signal levels can often be significantly enhanced for short periods of time by multipath and focusing effects resulting from atmospheric stratification (see Fig. 2).

- **Diffraction** (Fig. 2): Beyond line-of-sight (LoS) and under normal conditions, diffraction effects generally dominate wherever significant signal levels are to be found. For services where anomalous short-term problems are not important, the accuracy to which diffraction can be modelled generally determines the density of systems that can be achieved. The diffraction prediction capability must have sufficient utility to cover smooth-earth, discrete obstacle and irregular (unstructured) terrain situations.

- **Tropospheric scatter** (Fig. 2): This mechanism defines the “background” interference level for longer paths (e.g. more than 100-150 km) where the diffraction field becomes very weak. However, except for a few special cases involving sensitive earth stations or very high power interferers (e.g. radar systems), interference via troposcatter will be at too low a level to be significant.

![Fig. 2 Long-term interference propagation mechanisms](image)

Computer program is used for thin-route RRS and TRRS [6-10]. Detail description of EMC evaluation procedures is considered in paper [11]. Parameters and placement location of RRS transmitters are placed in database MS-SQL. Computation results for definite examples are presented in Table 1, terrain for consider examples – on Fig. 3 and Fig. 4.

The raw data for computations:
- distance – 20 km;
- two pairs coordinates of RRS (coordinates of TV transmitters are chosen from database), RRS parameters and characteristics;
- frequency 475 MHz.

![Fig. 3 Propagation path with simple terrain](image)
Table 1

<table>
<thead>
<tr>
<th>Model</th>
<th>Signal level for Radioline on Fig. 3</th>
<th>Signal level for Radioline on Fig. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITU-1546</td>
<td>-109.6 dBW</td>
<td>-109.6 dBW</td>
</tr>
<tr>
<td>ITU-452</td>
<td>-84.5 dBW</td>
<td>-101.8 dBW</td>
</tr>
<tr>
<td>Experimental investigations</td>
<td>-87 dBW</td>
<td>-102 dBW</td>
</tr>
</tbody>
</table>

Results in Table 1 indicate that designed computer program can be used for frequency planning during digital TV implementation.
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RANGE-AZIMUTH RADIOMETRIC IMAGING USING KA-BAND NOISE WAVEFORM SYNTHETIC APERTURE RADAR

Radiometric monitoring allows obtaining unique information about emissivity of the objects. It doesn’t require generation and radiation of sounding signals. In the work, a principle for radiometric range-cross range imaging for short distances is considered. This principle comprises interferometric radiometer and antennas with synthesized beam. The work describes the proposed imaging principle and experimental results obtained. Radiometric imaging was performed using the proposed algorithm implemented in ground based Ka-band noise waveform synthetic aperture radar. The possibility of detection of thermal radiation using the investigated equipment has been confirmed. The obtained results can be applied in homeland security for detection of concealed objects.

1. Introduction. Imaging of distant targets using their thermal radiation is may be realized using interferometric systems based upon measurement of difference in paths of the registered radiation towards two or more receiving antennas [1, 2]. This approach has been developed in long wave radar astronomy for improvement of angular resolution of radio telescopes [3]. Imaging in millimeter waveband is often done using multichannel reception using linear antenna array and mechanical or frequency scanning along axis perpendicular to the array [4]. Further development of this approach consists in realization of 2D aperture synthesis which enables radiometric coherent imaging in plane perpendicular to the antenna beam. Such images contain not only amplitude information but also information concerning relative phase [3, 5]. Radiometric imaging in azimuth-range plane has been investigated in work [2]. The author described possibility of generation of radiometric images by combination of information about interferometer response and angular position of narrow beam of antenna at one of the receivers of radio interferometer. Each pixel of such image is obtained as crossing of area of equal difference of paths of the received signal and antenna pattern of antenna. Nevertheless, factors limiting usage of this approach and possibility of obtaining of 2D resolution using combination of radiometric data and principles of synthetic aperture radar have not been investigated in this book. Current work is devoted to investigation of radiometric imaging and proving the concept of 2D imaging by passive SAR. Experimental investigations have been carried out using a ground based Ka-band radiometer based upon Ground Based noise waveform SAR [6]. This SAR uses novel antennas with synthetic aperture [7].

2. Imaging using passive regime of ground based SAR. The main idea of the proposed approach to imaging consists in using interferometric radiometer with moving of one of the antennas for realizing synthetic aperture. This scheme enables obtaining two dimensional images of objects at short range. This is possible due to the fact that shifting of one antenna of interferometric radiometer with respect to stable target changes phase relations between signals obtained in channels of the radiometer. For different positions of the target these phase relations will depend on antenna positions in different way. This fact can be used for building a reference function (a function of antenna position) and performing co-variation of radiometer returns with it. This gives a chance to improve the azimuth resolution and to some limit to generate 2D images. The paper is devoted to investigation of possibility and constraints of generation of 2D images using this approach at short ranges.

For realization of spatial scanning we use synthetic aperture antennas [7]. This is a special type of antennas phase center of which is moved along a real aperture. Phase centers of antennas are moved in stepped like manner and signals are being recorded only when the antennas are stationary. This enables using common in SAR principle of splitting of the processing into two parts. The first
step in passive SAR is to perform cross-correlation between signals received in two channels. This will give information concerning path difference between signals. The second stage consists in co-variation of those signals obtained in different antenna positions with corresponding reference function.

Relative delay of the signals $\Delta \tau(x, y)$ is equal to $\frac{\Delta l(x, y)}{c}$, where $\Delta l(x, y) = l_1(x, y) - l_2(x, y)$ is range difference between the target with coordinates $(x, y)$ to the antennas of the radiometer [2]. Difference of paths lengths $\Delta l(x, y)$ can’t be higher than the distance between antennas $l_{hi}$. At each of antenna positions $a$ value of delay difference $\Delta \tau_a(x, y)$ is equal to:

$$\Delta \tau_a(x, y) = \frac{\Delta l_a(x, y)}{c}$$  \hspace{1cm} (1)

Cross correlation function between signals received by reference channel of interferometric system $S_{1,a}(t + \tau)$ and the second receiver $S_{2,a}^*(t + \tau_a)$ can be estimated as[8]:

$$R_a(\tau, T) = \frac{1}{T} \int_0^T S_{1,a}(t + \tau) \cdot S_{2,a}^*(t + \tau_a) \, dt,$$  \hspace{1cm} (2)

where: $T$ is an integration time;

$\tau \in \left[ -\frac{l_{hi}}{c}, \frac{l_{hi}}{c} \right]$ is the mutual delay of the signals introduced for compensation of $\Delta \tau_a(x, y)$;

symbol $^*$ denotes complex conjunction.

Compression of the signals by path length difference consists in estimation of cross-correlation $R_a(\tau, T)$ for the required mutual delay values and for all antenna positions.

Movement of phase center of antenna with synthetic aperture causes change in path of the radiowaves in waveguide. This change has to be taken into account during processing. Estimation of phase shift is easier to perform in frequency domain by adding corresponding phase shifts to all of the frequency components of the signals. Using known [9] relation for the main wave of rectangular waveguide this phase shift can be estimated using the following relation:

$$\varphi_a(\lambda_i) = 2\pi l_a \sqrt{\frac{\varepsilon \mu}{\lambda_i^2} - \frac{1}{(2p)^2}},$$  \hspace{1cm} (3)

where: $\lambda_i = \frac{c}{f_i}$ is wavelength of the given frequency in free space;

$l_a$ is waveguide length corresponding to antenna position $a$;

$\varepsilon, \mu$ are relative electric and magnet permittivity;

$p$ is the width of wide wall of the waveguide.

For effectiveness correlation processing (2) has been performed in frequency domain using fast Fourier transform. Taking into account (3) the cross-correlation (2) of the received signals is:

$$R_a(\tau) = \frac{\omega_{\text{max}}}{\omega_{\text{min}}} \sum_{\omega_i} S_{1,a}(\omega_i) \cdot S_{2,a}^*(\omega_i) \cdot e^{j\omega_i \tau}$$  \hspace{1cm} (4)

The second step of the processing uses the results of correlation processing. It consists in estimation on the basis of theoretical response from current point of space an expected variation of radar returns as a function of antenna position. Then the received signals are compared with this reference function via co-variation. Relation for generation of coherent radar image $I(x, y)$ in time domain and with common simplification consisting in neglecting of amplitude term of reference function has the following form:
\[ I(x, y) = \sum_{a=1}^{N_a} R_a[\Delta \tau_a(x, y)] \cdot e^{j \omega_c \Delta \tau_a(x, y)}, \quad (5) \]

where: \( \omega_c \) is the central circular frequency of radio spectrum,

\( N_a \) is the number of antenna positions in the performed scan.

Thus, image formation consists in matched filtration of the radar returns and their summing up with taking into account phase difference between the signals from a target received by two antennas of radiometer (5).

4. Experimental setup. The aim of the experiment was to form coherent radar images using noise waveform ground based SAR [6] in passive regime. In order to check operation of the equipment in passive regime first we used two stable horn antennas and regime of interferometric radiometer without spatial scanning with SAR antenna [2].

In this case lines of possible targets positions can be depicted on a plane using the following relation:

\[ I(x, y) = \Delta \tau \left[ \sum_{a} R_a(x, y) \right], \quad (6) \]

Experimental investigations have been carried out in a laboratory. Base of interferometric radiometer was \( l_B=6 \text{ m} \). A noise generator was used as a target with controlled output power. It was placed on the distance of 4 m from the plane of receiving antennas. Relative delay of the signals from this target to the antennas of radiometer was nearly \(-2.7 \tau\). Correlation between input signals is shown in fig. 4. Maximum at -2.7 corresponds to position of the target. Maximum at \( \Delta \tau=0 \) is caused by signal leakage between channels of ADC.

Fig. 4 Signal from passive SAR operating in regime of interferometric radiometer – correlation between input signals of channels

These results were plotted to figure 5 using relation (6). Such plot shows all possible positions of the target. In this regime coordinates of the target are measured ambiguously which is seen as a hyperbola of possible target’s positions going through the real target coordinates (shown as a white circle in the figure). Resolving of targets in range is possible at short ranges by scanning of the space by moving antenna and performing SAR imaging procedures to the obtained data. Such experiment has been carried out using one static antenna and one antenna with synthetic aperture. The same noise generator was used as a target. It was placed at distance 2.5 m from the antennas. Figure 6 shows example of image obtained via SAR processing of the radiometric data gathered from all antenna positions. The target position is marked by a circle in the figure. Second response in the figure corresponds to leakage in ADC.
Besides, we have carried out estimation of dynamic range of ADC. Lack of dynamic range of ADC would lead to inability to achieve theoretical processing gain at high values of integration time. This would limit ability of the system to extract useful signal from noise, cross-talk and leakage. We have investigated dependence of output SNR on integration time in the limits of processing gain of 18 to 69 dB. This has been done using two schemes shown in fig. 7. The first scheme enabled to evaluate processing gain for the case of correlated signals in channels of the receiver. The second one enabled to measure increase of the output power of the radiometer for the case of uncorrelated signals at the inputs receiver channels. The output SNR showed good agreement with the expected processing gain which proved that the ADC has enough dynamic range and low enough leakage for our radiometric experiments.

In order to validate ability of the radiometer to detect objects on the background of self noise of the receivers and to detect difference in thermal radiation of objects it is necessary to measure the minimal increase of the signal amplitude which can be registered by the equipment. In order to do that we compared responses of the radiometer from ceiling (fig. 8.a), sky (fig. 8.a) and two different loads on two channels of the receiver (fig. 7). The experiment was repeated several times in order to compare different realizations of these signals. The output levels of the radiometer (fig.8.b) show that the system is able to detect contrast between sky, ceiling and self noise, but changing in time parameters of the equipment lead to some variations in the output levels for each of the targets.
Conclusions. In the work, a principle for SAR imaging using radiometer with scanning antennas with synthetic aperture has been proposed. Unlike others, this approach enables generation of two dimensional images in plane range-azimuth at short ranges. This approach has been tested using Ka-band ground based noise waveform SAR operating in passive regime [6]. It has been shown in the experiments that this equipment has power sensitivity of $8 \cdot 10^{-17}$ W. Minimal detected power is $1,3 \cdot 10^{-12}$ W. It has been shown that the system can have processing gain of up to 69 dB without saturation by ADC dynamic range. The proposed approach has been tested experimentally. Coherent radar images of noise signals source have been generated in regimes of interferometric radiometer and radiometric SAR. Operation in both regimes has shown good agreement with theoretical expectations.

References

7. Lukin K.A. Scanning Synthetic Radiation Pattern Antennas // Radioelectronics and communications systems. Vol. 53 No. 4 2010, pp.219-224
MICROORGANISMS PARTICIPATION IN OIL HYDROCARBONS BIODEGRADATION

One of the actual problems today is oil and petroleum pollution of environment. Some of microorganisms may destroy hydrocarbons, that’s why may be used for bioremediation of these pollutions or may course fuels microbiological damage. Microorganisms involved in hydrocarbons biodegradation adapt their metabolism to the changed environmental conditions.

Oil and petroleum products environmental pollution is very serious problem today. Soils and water in Ukraine are contaminated greatly, mostly near the airfields, fuel depots, oil storage depots, refineries, oil wells, parking lots, gas stations, etc. This impurity has not only toxic, but fire hazard, and physical coating of the environment. On the one hand, microorganisms may destroy oil and petroleum pollutions, so they may be used for remediation of environment; on the other hand microbiological damage of air transport fuels is also an actual problem [1].

Oil or petroleum is natural disperse system of liquid organic compounds, the main parts of which are hydrocarbons of various molecular weights. It is a mixture of about 1000 individual substances [2]. Oil in common usage includes all liquid, gaseous, and solid (e.g., paraffin) hydrocarbons. Lighter hydrocarbons as methane, ethane, propane and butane occur as gases, while pentane and heavier ones are in the form of liquids or solids [3].

Hydrocarbons in the environment can be decomposed mainly by bacteria, algae, yeast and fungi [4, 5]. Surfactants usage increases hydrocarbons solubility and promotes their further biodegradation [6]. The petroleum pollutants bioremediation is depends on microbial biosurfactant synthesis from hydrocarbons. Since the hydrocarbons are not soluble in water, one of the important properties of strains capable to utilize hydrophobic substrates is their ability to synthesize bioemulsifiers [7]. Biosurfactants production depends on the following conditions:

- carbon source nature in medium, its hydrophilicity degree;
- nitrogen source nature, carbon/nitrogen ratio in medium;
- culture growth phase.

Temperature, pH, medium aeration, cultivation method, metal cations and antibiotics presence in medium also have effect.

Carbon source in medium, especially its hydrophilic or hydrophobic nature, has a crucial role for the surfactants synthesis. It can induce or repress the synthesis of biological surface active substances. Some microorganisms’ ability to reduce surface tension and emulsifying activity occur only during their growth on hydrocarbon substrates [8].

Various classes’ hydrocarbons decomposition mechanisms are essentially different. This fact results in individual spectrum of hydrocarbons consumption for different microorganisms. Aliphatic hydrocarbons are demonstrative example of organic substances that are biodegradable. Alkanes are the easiest to be ruined; alkenes and alkynes are following [9]. The components consisting of straight chains degrade easier than those with branched chains [10]. Aromatic hydrocarbons can be degraded during aerobic and anaerobic biological processes [9, 11].

N-Alkanes, isoalkanes, naphthenes, polycyclic aromatic hydrocarbons and adjacent heteroaromatic hydrocarbons have specific metabolic pathways. Biodegradation of straight chain alkanes occurs through β-oxidation. Natural isoalkanes with saturated isoprenoid structure are oxidized through citronellol pathway. An increase of cytochromes group, as well as the high content of ATP, increased cellular respiration, increased number of flavins is characteristic for
microorganisms growing on media with n-alkanes. The number of mitochondria increases and endoplasmic reticulum development is enhanced in eukaryotes [12].

Many strains of bacteria are capable of heteroaromatic hydrocarbon compounds degradation (mainly sulfur compounds) [13]. Aromatic hydrocarbons with heteroatoms biodegradation is often accompanied by denitrification, sulfate reduction or methane production in anaerobic conditions. Benzene and toluene anaerobic transformation is accompanied with methane production. This process can be characterized as enzymatic one. There are partial oxidation and partial reduction of the substrate with methane and carbon dioxide formation as end products. In addition, trivalent ferrum and manganese oxides may be alternative electron acceptors in appropriate anoxic conditions [14].

Light oil fractions partially inhibit heterotrophic microorganisms but act also as a substrate for hydrocarbon degrading microorganisms. Heavier fractions are less toxic to microorganisms, but they are not actively metabolized [15].

Possibility of microbial growth on hydrocarbon medium is provided by combination of two factors: biochemical complementarity of organism and resistance to hydrocarbon toxic action. Considering polycomponent character of petroleum pollution, microorganism (association of microorganisms) should be able to grow on most components of pollutant and be resistant to their toxic action for complete mineralization of oil products. Hydrocarbons degrading bacteria have developed special mechanisms of resistance to hydrocarbons in evolution process that are expressed in the metabolism peculiarities and cell structure. These features include ultrastructural cell displacement (inclusions of different density formation, cytoplasm fragmentation, membrane unit enhanced development, an overgrowth of the cell wall), capsules formation, metabolic activity changing. The special changes in cell structure organization are increased content of fatty acids in the cell wall, synthesis of specific lipids, intracellular inclusions of various purposes formation [12].

Bacteria that utilize hydrocarbons are of the genera Corynebacterium, Mycobacterium, Nocardia, Rhodococcus; of Achromobacter, Acinetobacter, Alcaligenes, Arthrobacter, Bacillus, Beijer encia, Brevibacterium, Flavobacterium, Mycobacterium, Pseudomonas, Rhodococcus spp. Fungi are of Aureobasidium, Candida, Mortierella, Penicillium, Polisporum, Rhodotorula, Sporobolomyces, Trichoderma spp. [16].

Oil at low concentrations has a stimulating effect for soil biota because it is an energy substrate for a large group of microorganisms. Significant petroleum soil pollution, which occurs at emergency spills, is accompanied by acute toxic oil effects on organisms [17].

Petroleum hydrocarbons are characterized by strong antibacterial effect and can cause cell lysis. However, some bacteria show a high resistance to these substances. That’s why these microorganisms may contaminate hydrocarbon fuels, namely bacteria of Pseudomonas, Micrococcus, Micobacterium genera, fungi Cladosporium, Aspergillus, Penicillium, Altemaria etc. Ps. Aerugenosa is the bacteria of great importance, fungi Cladosporium resinae are named “kerosene fungi” due to their prevalence as fuel biodamage microorganisms [18]. For these microorganisms a single organic compound can be as a source of carbon, energy and reducing power; they are chemo-organotrophic heterotrophs. One of the key mechanisms for the suppression of the hydrocarbons toxic effect is hydrocarbons oxidizing enzymes synthesis. The same mechanism provides the cell with carbon and energy for biosynthetic processes [12].

Conclusions

1. Microorganisms’ metabolism and growth may be inhibited by even low oil or petroleum products concentrations.
2. Petroleum hydrocarbons have strong antibacterial effect, but some microorganisms can adapt to their high concentrations.
3. The most important in hydrocarbons biodegradation is their interaction with the surface of the microbial cell.
4. Synthesis of hydrocarbons oxidizing enzymes is one of the key mechanisms in
microorganisms’ adaptation to high hydrocarbons concentration.

5. Surface active substances’ synthesis is important in hydrocarbons’ biodegradation.
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INSTALLATION FOR BIOGAS FROM SLUDGE NATURAL RESERVOIRS

Considered device for producing biogas from sludge natural water reservoirs as alternative sources of energy, which is characterized by a low metal content and high rates of productivity.

Nontraditional & renewable energy resources has recently become one of the promising areas of developed countries in the world, an important component of the new post-industrial technological development. Ukraine imports 75% of natural gas, 85% of crude oil and petroleum products, so the transition to alternative sources of energy for energy security is the most important and necessary.

The problem of transition to new fuels will be feasible, and in the civil and military aviation where it is possible to predict a steady increase in the intensity of flights and fuel. Now in aviation, one of the promising renewable energy sources, is to obtain biogas (methane) - a very clean and much cheaper fossil fuels. Then methane liquefies. Liquefied natural gas (LNG) is significantly less air pollution, its heating value 15 per cent higher than jet fuel, storage of LNG in liquid form simpler (temperature of about minus 160 °C, which is almost 100 degrees higher than the storage of liquid hydrogen that was used previously) [1].

For biogas to search for new areas and raw materials. These raw materials include natural water reservoirs.

Fresh water - common ground ecosystems are lakes, ponds, rivers, canals, etc. [2]. They are characterized by two econiches: water phase (thickness), and sediment. The process of methanogenesis takes place almost entirely in the sediment. In this regard, the highest concentrations of methane detected in the interstitial water of precipitation (water, part of the sludge; pore water). The concentration of methane depends mainly on the intensity of methane formation. If the intensity of methane formation is higher than the rate of its removal, there is a glut of sludge gas. Depending on the structure of the precipitate formed accumulation of gas, the so-called gas traps, of which, under certain conditions, the gas can go into the water and the atmosphere in the form of gas bubbles. At a certain concentration of CH₄ is a glut of water at a depth of methane, is determined by the hydrostatic pressure, barometric pressure, temperature and total salt content. In the pore water sediments of deep lakes of methane concentration is very high - 13 mmol CH₄/l.

With the accumulation of a sufficiently large number of gas bubbles as they rise from the sludge as a result of violations of the structure of the precipitate, it indicates an intensive of methane formation in the water. The composition of these gases is different depending on the reservoir and is presented in table. 1.

<table>
<thead>
<tr>
<th>Substance</th>
<th>Contents,% (volume concentration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄</td>
<td>40 – 95</td>
</tr>
<tr>
<td>N₂</td>
<td>2 – 55</td>
</tr>
<tr>
<td>CO₂</td>
<td>0 – 5</td>
</tr>
</tbody>
</table>

Oxygen and hydrogen may be contained in the gas bubbles in small quantities. During the lifting gas bubbles through the water layer is exchanged gases. Emission of methane into the atmosphere is carbon loss for a given ecosystem. Because there are differences in the composition
of gases selected directly above the sediment surface or near water. Gases from the littoral sediments of lakes tend to contain less nitrogen and more CH4 than gases from profundal sediment [3]. In addition, the rise of gas bubbles from the sediment leads to the mixing water (convection CH4), resulting minerals present in sediment in the area of anaerobic decomposition of organic matter, which is also a product of anaerobic decomposition (phosphate, ammonium), distributed by water, that is introduction of "fertilizer" in the water.

Distribution of methane in the sediment depends on the content of oxygen in the water column. Thus, if the water over sediment no oxygen, the concentration of methane in the sediment increases sharply at the border dividing phase sediment/water. If the oxygen in the water distributed in a way that reaches the surface sediment, the sediment formed in aerobic surface layer, in which the intense oxidation of methane. In these conditions the concentration of methane increases only in the deeper anoxic sediment layers. The accumulation of methane in water is only possible if the water contains no oxygen. Once methane enters the zone containing oxygen, it is oxidized to CO2 through life metanotrophic bacteria. Therefore, the concentration of CH4 in water and some oligotrophic lakes mesotrophic and most flowing waters (rivers) are very low and rarely exceed 1 mmol CH4 /l [3]. For epilimnionia eutrophic stratified reservoirs is also characterized by low concentrations of dissolved methane. After mixing the water column of lake methane content, as a result of its oxidation, is reduced.

Contents cells methanogenic bacteria in fresh waters varies (within 2 - 3 orders of magnitude) depending on the season. The maximum occur in late summer (august), that at the end of the period of stagnation and minimum falls in november - january. These fluctuations in the number of methanogenic due to changes in temperature, change of stagnation and circulation (changes in anaerobic and aerobic condition of the surface layer of sediment in the reservoir area profundalniy) and differences in sedimentation of organic matter [3]. In very deep lakes with small seasonal variations in temperature hipolimnion and in the deeper layers of sediment in general there is no clear temporal changes in the number of cells methanogenic.

For biogas from sludge natural reservoirs proposed installation, which floats on the surface of the pond [4]. It contains a collection of case-made without bottom, bottom screw, pontoons, independent energy source, gearbox, drive bottom and screw device for adjusting the depth of diving screw (Fig. 1).

Wake up river silt with methane in the sediment, perform bottom screw. The capture of biogas from water collection is carried out without a bottom, that distinguishes the unit from the previous designs biogas units (BU) [5, 6]. Consequently, no typical elements BU: bioreactor, conveyor for sludge, heating of the biomass, its mixing, adding bacterial cultures and methane fermentation.

Installation is set on a water surface of the pond. Bottom screw (1) driven by an autonomous energy sources (7), gear (8) and about (9). Screw begins to rotate. Using the device control diving (6) ground screw immersed to the desired depth of the process. When rotating the screw elements of his work shift silt layer and its thickness is allocated biogas. Marked gases of lower density than water. Because of this they move up and get into the body-collection (4). With body-collection (4), through the nozzle (5) selected gases are removed to clean the unit and digests. Rate speed gear set. Rate set based on the minimum number of conditions that ensured progress sludge. Float installation using third-party funds floating in the water, or by tension cables, which are mounted on the banks of the river. Plant capacity to 10 m3 /h, weight - 190 kg [5].

The use of such facilities in our country is very promising, because it is branched network of rivers and reservoirs. Ukraine has a water surface area of about 2 • 1010 m2. There are 14 major rivers with a length of 5000 km, 123 of river length of 101-500 km, 968 rivers with a length of 25-100 km, the 3020 river length of 10-25km, 68790 small rivers with a length of 10 km [7]. The presence of these rivers, especially small and medium makes it possible to obtain from them a significant amount of biogas through the use of organic matter who they are.
Fig. 1. Installation for biogas production from natural water bodies
1 - bottom screw; 2 - frame; 3 - pantone; 4 - corpus-collector; 5 - tube to drain the gas mixture; 6 - a device for regulating the depth of immersion; 7 - an independent source of energy; 8 – gear; 9 - wire bottom the screw

Conclusions

Thus, the presence of a large number of reservoirs in Ukraine makes it possible to obtain from them a significant amount of biogas proposed a new device from the mud of natural bodies of water, which is characterized by a low metal content, and install high performance of productivity.
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SELECTION OF METHANOGENIC BACTERIA FOR IMPROVING THE BIOGAS PRODUCTION

Overview of methane digestion and characteristic bacteria is provided. Selection of methane-producing bacteria pure cultures conducted on Zhilina’s grows media with methanol and sodium acetate from storage cultures on a base of fermented residue from pig manure and wood, pig manure, poultry excrements, sewage sludge. Emissions of gases were analyzed on gas chromatograph. Pure cultures of the family Methanosarcinaceae were obtained on agar medium by the method of Hungate.

Biogas, the perspective renewable fuel has obtained from different wastes and biomass sources used in heat and electricity power engineering and transport (aviation) as well. The components of biogas are CH$_4$ (55-80 %), CO$_2$ (15-45 %), H$_2$ (1-4%), H$_2$S and mercaptans (about 3 %), NH$_3$ and N$_2$ (less than 1 %). Biogas is obtained by anaerobic digestion of organic compounds due to enzyme activity of specific bacteria community. The heat capacity of biogas is strongly depend on methane content and determine by substrate (feedstock) and parameters of fermentations such as temperature, pH, ammonium content etc. Other important aspect of fermentation activity is composition of bacteria community. Common anaerobic digestion consists of a series of bacterial events that convert organic compounds to methane, carbon dioxide, other primary compounds and new bacterial cells. These events are commonly considered as a three-stage process. The first stage of the process involves the hydrolysis of solids (particulate and colloidal wastes). The hydrolysis of these wastes results in the production of simplistic, soluble organic compounds (volatile acids and alcohols). The second stage of the process, acetogenesis, involves the conversion of the volatile acids and alcohols to substrates such as acetic acid (CH$_3$COOH), carbon dioxide and hydrogen gases. The third and final stage of the process, methanogenesis, is provided by methane-forming bacteria and lead to methane production.

Methane-forming bacteria (other name methanogenic) are singular group of organisms which can produce methane (no other organism produces methane!). Methanogenic bacteria are morphologically various groups that have diameter sizes of individual cells 0.1–15 × 10$^{-6}$ m of different shapes and growth patterns. There can be found as individual rods, curved rods, spirals, cocci or grouped as irregular clusters of cells, chains of cells or filaments, and sarcina or cuboid arrangements. Methanogenic bacteria are some of the oldest bacteria and are grouped in the domain *Archaea*. This domain is also included extremely halophilic bacteria, thermoacidophilic bacteria, and extremely thermophilic bacteria. However, the methane-forming bacteria are different from all other bacteria. They are oxygen-sensitive strict anaerobes, tolerate high concentrations of salt and could be found in habitats that are rich in destructive organic compounds in which oxygen is rapidly removed through microbial activity. Many ones occur as symbionts in animal digestive tracts. The rumen is a special organ in the digestive tract of cows, goats, sheep and some other herbivores, in which the destruction of cellulose and complex polysaccharides occurs. Ruminants cannot survive without such bacteria. The bacteria inhabit digestive tract obtain compounds and energy and ruminant animals get simply assimilated nutrients. Methane-forming bacteria also have unusually high sulfur content: approximately 2.5% of the total dry weight of the cell is sulfur. Some ones are capable of fixing molecular nitrogen. Methane-forming bacteria are classified according to their structure, substrate utilization, types of enzymes produced and temperature range of growth. Recently more than 60 species of methane-forming bacteria are identified. In microbial consortia methanogenic bacteria grow on limited number of substrates. *Methanobacterium formicium* (most
abundant bacteria in nature) grows on hydrogen and carbon dioxide and formate. But the majority of methane is produced by two genera of acetotrophic methanogens, *Methanosarcina* and *Methanothrix*. All methane-forming bacteria grow best in an environment with an ORP (oxidation-reduction potential) less than – 300 mV [1].

The samples for cultivation of methanogenic bacteria involved in original experiment were such: fermented residue from pig manure and wood wastes; fermented residue from pig manure; pig manure; poultry excrements; sludge from station of waste water treatment. Storage bacteria culture have been cultivated in strict anaerobic conditions and temperature + 30 °C on Zhilina’s liquid grows media with pH 6,0-8,0 (KH₂PO₄ – 1,5 g and NH₄Cl – 1,5 g dissolved in 500 ml of distilled water; MgCl₂·6H₂O – 0,15 g and CaCl₂·2H₂O – 0,3 g – in 500 ml; NaHCO₃ – 1,5 g and Na₂S·9H₂O – 0,75 g – in 350 ml; yeast solution – 0,15 g in 150 ml of distilled water) sterilized in the autoclave. Storage cultures grew in 250 ml glass bottle filled in half-null by liquid nutrient media and blow out by argon gas using copper needle. Resazurin solution 0,1 % have been used as indicator of anaerobic conditions. Bottles were hermetic closed up by rubber plug kipped by wire yarn. Antibiotic amoxicillin is used for keeping the pure cultures of methane-forming bacteria 0,12 g/l. Selection of methanogenic bacteria have been made by grow of storage culture patterns on Zhilina’s liquid media with add-on source of carbon feed. Methanol or sodium acetate was the carbon sources for growing of pure culture of methanogenic bacteria. Finally, the reinoculation of methanogenic bacteria has been made on solid agar medium a modified method by Hungate [2].

The purity of selection was controlled by microscopy and gas emissions. Gas compounds have been analyzed by gas chromatograph LHM-8MD. Microslides were colored by Gram method and viewed under light microscopy in lens magnification × 1875 and bacteria identification was provided by keys [3, 4].

Cultures that were isolated from different samples were grown for 9 days of the three models each replication according to standard procedure. Since accumulation of anaerobic microbial community biomass the patterns with high emission of carbon dioxide and low content of nitrogen were selected for pure culture of methane-producing bacteria growing. Pure cultures grew on liquid nutrient medium with additions of methanol (first experimental series) and sodium acetate (second series). Cultivation of pure cultures conducted in 9 days, gas emission was estimated on the 3th, 6th, 9th days of experiment (fig. 1).

---

**Fig. 1.** Rates of methane emission of pure bacteria cultures on mediums: with methanol (a), sodium acetate (b)

---

<table>
<thead>
<tr>
<th>a)</th>
<th>b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - fermented pig manure &amp; wood, 2- fermented pig manure, 3 - pig manure, 4 - poultry excrements, 5 - sludge)</td>
<td>1 - pig manure, 2- poultry excrements, 3-sludge)</td>
</tr>
</tbody>
</table>
High yields of methane were observed in 9-day cultivation in the samples isolated from poultry excreta and sewage sludge on substrates - acetate and methanol, respectively. Obviously, these ecological niches are of great variety and population density of methane-producing bacteria. Microscopy of cells of pure cultures showed a high number of coccus cells (a) and collected in bags irregular clusters (b), isolated from all samples growing on methanol and sodium acetate. Identification determined, that the isolated cultures may belong to the family *Methanosarcinaceae*.

![Image](image1.png)  
(a)  
(b)  
Fig. 2. Light microscopy of Gram-negative coccus cells (a), irregular clusters (b), increase × 1875

**Conclusions**

Selection of methane-producing bacteria pure cultures conducted on Zhilina’s grows media with methanol and sodium acetate from storage cultures on a base of fermented residue from pig manure and wood, pig manure, poultry excrements, sewage sludge. Experiment results also demonstrated that activity of anaerobic digestion and methane emission is larger in patterns with bacteria communities than pure culture of methane-producing bacteria. The possibilities of further bacteria selection and construction the preparation of specific bacteria community for industrial application needs to be further investigated.
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Peptidases with fibrinolytic and elastolytic activities were isolated and purified from culture liquid of Bacillus thuringiensis IMV B-7324. It was shown that molecular weights of tested enzymes were 24-26 kDa. On the basis on the substrate specificity we may suggest its possible application in medicine for treatment of various cardiovascular diseases by removing of blood clots.

Cardiovascular diseases are serious problem currently both for the people and for members of certain professions especially those in which the human and environmental factors play an important role. Pilot profession belongs to this category. Navigating by airplane pilot makes decisions about the actions of the crew in extraordinary situations. Therefore, he must possess such qualities as good health, ability to concentrate attention and stability to stress. It’s known that among the occupational diseases of pilots are cardiovascular diseases, heart attacks, varicose veins, break of blood pressure. In addition, among the pilots myocardiosclerosis disease dominates (29%). It causes by the formation of scar tissue in the heart muscle that replaces myocardium and can deform the heart valves. The formation of clots is one of the reasons of cardiovascular diseases in blood vessels. In clinical practice the fibrinolytic agents are most effective and can break down blood clots. Fibrinolytic enzymes are these agents and can be isolated from microorganisms including bacteria, actinomycetes and fungi. Bacteria of the Bacillus genus are the most widely used for obtaining of such enzymes. Therefore isolation of microbial fibrinolytic enzymes is important for the use and range of drug and nutritional supplements whose action is directed at the prevention of thrombosis and other related diseases. Thus the main aim of this research was isolation of Bacillus thuringiensis IMV B-7324 peptidases and study of their substrate specificity which determine practical application.

The object of investigation was strain B. thuringiensis IMV B-7324 grown during two days, incubating on a gyratory shaker at 200 rpm at 42 °C in the 750 ml Erlenmeyer flasks with 200 ml of the nutritious medium (g/l): maltose – 19,0, (NH₄)₂SO₄ – 12,0, KH₂PO₄ – 1,6, ZnSO₄·7H₂O – 0,25, MgSO₄·7H₂O – 0,75, pH 7,5.

The fibrinolytic activity was measured by Masada method [1] using fibrin as a substrate. The reaction mixture contained 1 mg of fibrin, 1,8 ml of 0,01 M Tris-HCl buffer (pH 7,5) and 0,2 ml of tested enzyme solution, incubated during 30 min at 37 °C. After incubation 2 ml of 10 % trichlorocetic acid was added to stop the reaction. The solution was centrifuged and the supernatant was assayed for absorbance 275 nm. A unit of fibrinolytic activity was calculated as enzyme quantity that increased absorbance on 0,01 per min.

It was found two peaks during purification of the enzyme preparation by gel-filtration chromatography on TSK Toyopearl HW-55 (fig. 1). First peak (I) corresponds to an enzyme with elastolytic and fibrinolytic action, and second peak (II) – another enzyme that also can degrade insoluble fibrin. These peaks differ from each other only quantitative parameters of activities and protein.

The received peptidase preparations with fibrinolytic and elastolytic activity was further purified by ion-exchange chromatography with a step gradient from 0 to 1 M of NaCl on column with TSK DEAE 650 (M) (Toyosoda, Japan) (fig. 2). It was shown that using 0.01 M of Tris-HCl buffer (pH 7,5) enzymes go out before start of salt gradient. It associated with a total positive
charge of the enzyme molecules under these conditions. As a result of the second stage a part of protein impurities was removed. The fibrinolytic and elastolytic activity of the purified peptidase (I) and fibrinolytic activity of the purified peptidase (II) were respectively in 15.4 and 15.5, 19.9 times higher in compare with the culture supernatant.

The results of gel-electrophoresis in SDS-polyacrylamide gel system (fig. 3B) indicated on homogeneity of the isolated enzymes. It was shown that a molecular weight of peptidase (I) and (II) are about 26 and 24 kDa, respectively. The results of gel-filtration on Sepharose 6B (fig. 3A)
confirmed those obtained by gel-electrophoresis in SDS-polyacrylamide gel. These data suggest that the isolated enzymes are monomeric proteins.

Fig. 3. Molecular weight of purified enzyme preparations on Sepharose 6B (A), SDS-polyacrylamide gel electrophoresis (B): 1 – proteins-markers, 2 – peptidase (I), 3 – peptidase (II)

Fig. 4. The substrate specificity of peptidase (I) and (II)

Hydrolysis of natural substrates (fig. 4) by purified peptidases demonstrated that the peptidase (I) shown the specificity to the fibrin and elastin, and the peptidase (II) – fibrin. Besides both enzymes completely degraded the fibrinogen during half hour. The data on substrate specificity give a possibility to suggest that tested B. thuringiensis IMV B-7324 peptidases can be applied for treatment of various cardiovascular diseases and removing the fibrin clots.

Summary

From B. thuringiensis IMV B-7324 have been isolated and purified peptidases with fibrinolytic and elastolytic activities which molecular weights were 24-26 kDa. On the basis on the substrate specificity we may suggest its possible application in medicine for treatment of various cardiovascular diseases by removing of blood clots.
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NANOSCIENCE, NANOPHARMACOLOGY, NANOBIOTECHNOLOGY: POSSIBLE ADOPTION INTO AVIATION

Research in nanoscience may be considered as one of the most prominent achievements of humanity in the previous century. Nanoscience gave rise to studies of properties of nanoscale biological and synthetic materials and their use in different fields, particularly, in aviation. Also scientists are greatly interested in biosensors’ design, which may be used in search of explosives during flights and to monitor an influence of different pollutants on the environment.

The second half of the twentieth century has been marked by significant achievements in various fields: physics, chemistry, medicine, biology, military technology, and aviation. Research in nanoscience may be considered as one of the most prominent achievements of humanity in the previous century. The progress that is expected after an implementation of nanoscience into life is associated with following features.

First of all, studies on pharmacological, biochemical, physicochemical, colloidochemical mechanisms of interaction of nanoparticles with biological objects (cells of macro- and microorganisms) will not only determine their positive or negative impact on biostructures and environment, but contribute into the search of effective and safe protectors of functional activity of cells and organs, and into their wide application in engineering, aviation, agriculture, and medicine as effective drugs, as well as carriers for drug and physiologically active substances delivery to a pathological process.

The second feature of nanoscience. Due to the challenges of science and practical needs of mankind the field of research at the intersection of various biological and technical disciplines emerged. Scientists of different specialties began to study the properties of nanoscaled materials, discover laws of their interaction with other nanoparticles. Obtained results are being implemented in life, and that is a convincing example of an integration process in development of mankind and an acquirement of some practical achievements in a short term. Thus, the Silix (nanodispersed silica sorbent), nanosilver ointment, nanoiron capsules and other preparations are already implemented in medicinal practice.

The third feature of nanoscience is the great interest of scientists and manufacturers in this area, which contributed to the implementation of results in industry, medicine, agriculture, electronics, biology, pharmacology, pharmacy, etc. According to the Internet the number of publications in nanoscience, nanotechnology, nanomedicine exceeds the number of scientific articles in other disciplines. Small size, chemical composition, structure, large surface area and shape – these are the basic properties that provide nanoparticles advantage over other materials, while simultaneously providing their possible toxic effects on biological systems and the environment.

The fourth feature is that the received scientific facts and practical results show that mankind has discovered fundamentally new properties of natural and synthetic matter. It is already established that nanomaterials have increased number of surface atoms, moreover, surface tension and surface energy of nanoparticles, interatomic distances, heat capacity, thermodynamic and optical properties are changed, which leads to a peculiar effect of nanostructures on the human body and the environment.

The fifth feature is that many biological objects and physiologically active substances are nano in size. Thus, most cell organelles (nucleus, lysosomes, mitochondria, ribosomes, DNA, RNA, 4.1.13
etc), biological agents (albumin, antibodies), drugs (acetylsalicylic acid, quercetin, retinol), neurotransmitters (adrenaline, acetylcholine), physiologically active substances of plant (atropine, digoxin, chlorophyll) and animal origin (insulin, hemoglobin) are at the nanoscale [13].

While analyzing studies of domestic and foreign scientists in nanotechnology, one can summarize – intensive research on development of new methods of synthesis of nanoparticles with different structure and origin is conducted in the world.

Present nanoscience deals with such types of synthetic nanomaterials [4, 5]: liposomes, nanorods, nanotubes, nanofilms, fullerenes, nanospheres, quantum dots, dendrimers, nanowires, nanocomposites, nanofibers, and nanocapsules.

Pharmacological and pharmaceutical basics of nanopreparations’ development read that nanoparticles of organic and inorganic compounds may serve as substances for a synthesis of fundamentally new drugs as products of nanotechnology. These substances include fullerenes, dendrimers, liposomes, nanometals (silver, copper, iron, etc). Basic requirements for nanopreparations are:

1) much more pronounced therapeutic effect compared with a similar drug that is used in medical practice;
2) fewer side effects than a similar drug causes;
3) stability and retaining of chemical structure over time;
4) an absence of influence on clinicopharmacological properties of drugs used in medical practice;
5) positive pharmacoeconomic parameters;
6) convenient dosage form;
7) affordable and environmentally friendly manufacturing [16].

A new direction in a development of nanopreparations is a formation of complexes between known medicines and nanoparticles, nanocapsules, nanotubes, dendrimers, and fullerenes, which will contribute to a deeper entry of such complexes to pathological process, causing an effective pharmacotherapy of a disease [16].

In terms of air and space flights a structure and properties of common drugs may change. In contrast, nanoparticulate drugs have several unique advantages: medicines are protected from degradation during their transport to a destination. Moreover, nanoparticles can actively or passively accumulate in target organs and release desired dose at the right time. An increase in specific surface area of nanodrugs with simultaneous size reduction will in turn increase their therapeutic activity. That enables a wide range of new therapeutic techniques and reduces the toxic effects of new drugs on the human body [12, 20, 26]. For example, not only ZnO nanoparticles have pronounced antibacterial properties, but also are able to absorb a wide spectrum of electromagnetic radiation (ultraviolet, microwave, infrared, and radio) and therefore may protect pilots from radiation [13].

Ukrainian scientists have been conducting intensive research in nanoscience and nanotechnology. The National Academy of Sciences of Ukraine in the context of the special program “Nanostructured Systems, Nanomaterials, and Nanotechnology” continues a research in physics of metals and alloys, surface chemistry, powder technology, microelectronics, colloid nanosolutions, sorbents, medicines, which are based on nanotechnology. The Ministry of Education and Science of Ukraine jointly with the Ministry of Industrial Policy of Ukraine has created the Ukrainian-Russian inter-agency scientific and technical program “Nanophysics and Nanoelectronics”. The use of nanomaterials in clinical practice is studied in institutes of the National Academy of Medical Sciences of Ukraine, Ukrainian national and medical universities.

The results of studies, carried out by domestic scientists, are introduced into practice. The A.A. Chiuiko Institute of Surface Chemistry of National Academy of Sciences of Ukraine (dir. – the member of NAS of Ukraine, M.T. Kartel) jointly with domestic scientific and medical institutions for the first time in the world has developed, researched and introduced into medical practice the new drug with sorption and detoxication properties based on nanodispersed silica, called “Silix”
The Department of Pharmacology and Clinical Pharmacology of the Bogomolets National Medical University has developed a new dosage form – the suspension based on nanodispersed silica. It minimizes the toxicity and adverse effects on a liver function of such compounds as sodium fluoride and sodium nitrite, and antituberculous drugs: isoniazid, pyrazinamide, ethambutol, which differ in mechanisms of negative effect on the body and in chemical structure. The pharmacological activity of nanodispersed silica suspension exceeds that of conventional silica preparations [7]. This drug can be used for detoxification during air and space flights.

The R.E. Kavetsky Institute of Experimental Pathology, Oncology and Radiobiology (dir. – the member of NAS of Ukraine, V.F. Chekhun) jointly with the E.O. Paton Electric Welding Institute of NAS of Ukraine develops new types of colloidal systems with Fe_3O_4 magnetic nanoparticles with the aim to design new anticancer drugs [8]. The L.V. Gromashevsky Institute of Epidemiology and Infectious Diseases of NAMS of Ukraine (dir. – prof. V.F. Mariyevskyy) together with the laboratory of electron-beam technology of inorganic materials for medicine of E.O. Paton Electric Welding Institute and the Bogomolets National Medical University has found out that silver and copper nanoparticles showed a pronounced antimicrobial action against Staphylococcus aureus, than conventional medications of these metals [6].

One of the first domestic liposome-based drugs is Lipin – joint development of the Institute of Pharmacology and Toxicology of NAMS of Ukraine (dir. – prof. T.A. Buhtiyarova) and Kharkov pharmaceutical company “Biolik”. The main component of the drug is the phosphatidylcholine nanocapsules. Phosphatidylcholine is a natural component of biological membranes. The preparation shows antihypoxic action, inhibits processes of lipid peroxidation, increases nonspecific immunity [1]. The study on nanoscience, nanotechnology and nanomedicine is also held in other Ukrainian research groups. In a joint research laboratory “Electron-beam nanotechnology of inorganic materials for medicine" of E.O. Paton Electric Welding Institute and the Bogomolets National Medical University the technology of copper and silver nanoparticles’ synthesis has been developed, the study of their pharmacological activity has been carried out, and methods for determining the size of nanoparticles have been proposed. Further research with the aim to develop new highly efficient drugs based on nanotechnology of molecular beams for the treatment of various diseases will have theoretical and practical importance for the development of medical science and technology.

An attention must be drawn to the need of in-depth study of physiological, biochemical and physico-chemical mechanisms of action of new nanopreparations and development of appropriate dosage forms’ technology for successful application in medical practice.

A large series of nanochemistry studies has been conducted at the F.D. Ovcharenko Institute of Biocolloidal Chemistry of NAS of Ukraine (dir. – prof. Z.R. Ulberg). According to Z.R. Ulberg et al. the molecular structure of complexes “nanometal-biomolecules” has been determined. Basic mechanisms that determine the sorption and heterocoagulation processes, as well as an adhesion of particles on a surface of cells have been found out. Among them, there is the colloidal chemistry process – the formation of electrical bilayer of a cell and a charge on its surface. In this case changes in electrokinetic phenomena take place, including diffusion-phoresis transport of nanoparticles, transmembrane potential and function of electrical channels. Marked changes are determined by a magnitude and sign of a charge of nanoparticles. The authors developed a model of bio-targeting bilayer in which the main parameters are the equilibrium electrical potential that occurs during dissociation of functional groups on the surface of cells, and nonequilibrium potential that results from active transport of protons [9, 11].

Cell biomembrane is the main structure responsible for the processes of interaction with nanoparticles. Biochemical factors, responsible for accumulation of ultrafine colloidal particles such as gold particles 10–20 nm in size on the cell surface, are the membrane ATP-ase activity and respiratory chain enzymes function. As performed by Z.R. Ulberg et al., Mg-ATP-ase activity of a biological membrane consists of two components: azide-sensitive (63%) and azide-resistant (37%). Azide-sensitive ATP-ase causes the functioning of respiratory chain of a plasma membrane of
bacteria, and azide-resistant – transmembrane transport of gold nanoparticles into cells [2, 3, 10].

When human organism is exposed to extreme factors during flights, metal nanoparticles can contribute into protection of the organism in hypoxia (magnesium nanoparticles) and anemia (iron nanoparticles) due to regulation of enzyme systems.

Further development of new highly efficient nanotechnology-based drugs has great theoretical and practical importance for the development of medical science and practice.

Thanks to new studies in nanobiotechnology, a new class of biochips has been developed. Lab-on-a-chip has built-in nanooptical, mechanical and electronic processors that are capable of detecting and separating objects on one platform [23, 24, 25], which can be used in aerial and space flights.

According to foreign nanotechnology experts’ point of view, the attention should be paid to the implantation of biosensors and individualization of therapeutic methods. This means further technological improvement of existing biochips, increase in their biocompatibility, reliability and accuracy. In addition to in-depth knowledge of complex intracellular processes, individual genetic testing is important for prevention of genetic tendency to certain diseases. One chip with the size of a postage stamp will replace a range of equipment needed for the DNA/RNA analysis, an identification of genetic modification of organisms, early diagnosis of cancer, a study of cell transfection efficiency, a determination of gene expression, a quantitative determination of proteins, etc [15, 19, 22].

Nowadays, special attention is paid to a creation of miniature devices that can be placed in human body for diagnostic and therapeutic purposes. Existing devices allow diagnostics of only individual systems and organs [30].

In recent years, researchers from different scientific fields (physicists, chemists, biologists, pharmacists, physicians) and production workers, especially of the electronics industry and biotechnology, have concentrated on studying the properties of sensors and biosensors [18, 29].

An interest to sensors occurred with the necessity to find explosives, particularly during aircraft flight [28]. Biosensors are special systems of highly sensitive elements that have the ability to determine the amount of substances formed during the reaction due to their high selectivity [27].

During a production of pharmaceuticals and medical products (drugs, enzymes, antibodies, industrial devices), industrial products (extremely pure substances, metals, organic compounds) a large variety of processes is used. This requires the monitoring of their technology at industrial enterprises using sensors and biosensors. Scientists have concluded that temperature, pressure and other parameters in production must be constantly monitored. Biosensor systems have already begun being used to control production processes and carry out environmental monitoring [14, 21].

Conclusions Scientific research on design and study of properties of nanoparticles and new biosensors, which may be used in medicinal practice during flights, continues. The analysis of carried out study shows an intensification of such research activity. A study on nanomaterials and biosensors toxicology, their possible negative influence on an organism and the environment is of great importance.
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5. Кац Е. А. Фуллерены, углеродные нанотрубки и нанокластеры: Родословная форм и
THE INFLUENCE OF LONG – TERM SOIL CONTAMINATION BY AVIATION FUEL ON MICROBIOLOGICAL PROCESSES

Soil pollution with oil products during 7 months leads to substantial changes in the number, physiological activities of microorganisms and directivity of soil microbiological processes. In comparison with short-term contamination, the number of polysaccharide bacteria by 4.12 times at pollutant concentration of 5%; by 2.29 times at 20%. The number of nitrifying agents reduces by 4.86 times at the concentration of oil products at 1%; 7.62 at 5%; 4.62 at 10%, and 14.1 times at 20%.

The xenobiotics containing aromatic hydrocarbons are one of the most spread anthropogenic pollutants. Penetration of oil products into the environment leads to ecologically dangerous alterations of soil biological properties, disorder of the subsurface microbiocenosis [1]. It is known that subsurface microbial communities take active part in the processes of the natural hydrocarbon destruction [2]. The destruction identity depends on the number of hydrocarbon oxidizing microorganisms and total quantity of the heterotrophic microorganisms in the polluted soil. Researches of the directivity and microbiological processes in the polluted with the oil products soils are an important background for developing efficient techniques of treatment the areas contaminated with the oil products.

A simulation study was performed with use of gray wood light clayey soil of a monitoring landfill of intensive technology corn and grain crop laboratory of the NSC "Institute of Agronomy of the NAAS". It was contained in the 20-cm layer of soil: earth humus 2.74%, alkali-hydrolyzable nitrogen 9.33 mg, movable phosphorus 3.8 mg, and exchange potassium of 15.3 mg for 100 g of dry soil, pH(KCl) – 5.6. Phytocoenosis of the fallow areas formed as a result of extemporaneous weediness during 22 years and is mainly represented with grasses. The soil was selected in autumn and restored its biological activity by means of hydrating and thermostat control at 25°C during 21 days before the research. Aviation fuel of TS-1 brand was entered in the concentrations from 0 till 20% as an aqueous emulsion. Seeds of grass mix were sown in a part of the vessels 8 days before introducing the oil products, and a sterile glucose solution (1%) was added in a day. Control was soil without oil. The state of microbiocenosis was studied in 1, 23 days and 7 months after introducing the oil products by conventional methods [3].

Incubating of the soil contaminated with the aviation fuel during 6 months leads to significant changes in the number and physiological activities of the soil microorganisms in comparison with the original state and the contamination term of 23 days (tab. 1) [4]. Thus, the number of ammonifying microbes increased by 1.18 at the concentration of the petroleum products of 1%; 5.46 – at 5%; 7.15 – at 10%; 5.11 – at 20% during 7 months in comparison with the 23rd day that proves activation of aviation fuel destruction with soil microorganisms. Similar regularities are observed in regard of other microorganism groups also: number of mineral nitrogen immobilizing bacteria increases by 2.64 times at the concentration of oil products of 5%; 4.82 – at 10%; 2.40 – at 20% for 6 months of incubating. The ammonifying number increases in parallel to increase of oil product content and their maximal number is observed at the concentration of oil products of 10% (tab. 1). Introducing oil products in the concentration of 20% leads to reduction of ammonifying microorganisms quantity by 2.05 in comparison with the 10%-concentration that was observed in previous studies [4, 5].

Quantity of microorganisms in the soil contaminated with the aviation fuel exceeds their number in control group significantly (tab. 1). Thus, quantity of ammonifying microbes exceed the number of the control group by 2.33 times; mineral nitrogen immobilizing bacteria by 2.01;
oligotrophic by 1.34, denitrifying bacteria by 1.26; cellulolytic bacteria by 3.52, polysaccharide synthesizing bacteria by 1.78 times at the oil product concentration of 1%. The difference with other pollution dosages is even more dramatic that is related to including oil products in metabolic fates of soil microorganisms. The regularities obtained differ from those established by A.N. Dulgerov which stated continued reduce of microorganism total quantity, nitrifying and cellulolytic agents after introducing petroleum products during 3 months [6].

Nitrifying bacteria are impaired with the toxic affect of the pollutant both in 23 days, and 7 months: their quantity decreases in comparison with the non-polluted soil by 4.9-14.7 times (tab. 1). Besides, the nitrifying bacteria number decreases in comparison with their quantity on the 23rd day of incubating: by 4.86 at the oil product concentration of 1%; 7.62 at 5%; 4.62 at 10%; 14.1 at 20% (tab. 1). Therefore, the negative effect of the oil products for the nitrifying bacteria aggravates with the course of time and increases in parallel with the growth of contamination level. The inhibiting effect of the oil products is connected, on the one part, with creation of anaerobic conditions in the soil, and with their high sensitivity to the water soluble organic substances which concentration in the soil solution increases significantly as a result of microbial degradation of aviation kerosene molecules, on another one.

It is very important to study the regularities of change quantity of polysaccharide synthesizing bacteria in the polluted soils because the polysaccharides form surfactant complexes with the bacterial proteins possessing the properties of emulsifiers for hydrophobous oil molecules [7-8]. It was demonstrated that introduction of petroleum products during a day leads to decrease of polysaccharide synthesizing microorganisms both in the unplanted soil and root zone in the previous researches [4]. The quantity of polysaccharide synthesizing microorganisms in the variants with the aviation fuel drew after the following incubating of the polluted soil, and it exceeded the indices for the unpolluted soil by 9.0–34.3 times in 23 days [5]. After 7 months of incubating the polluted soil the number of polysaccharide synthesizing microorganisms increased by 4.12 times at the aviation fuel concentration of 5%; 1.48 – at 10%, 2.29 – at 20% in comparison with the 23rd day. Thus, the continued hatching of the soil contaminated with the aviation fuel leads to significant increase of the quantity of polysaccharide synthesizing bacteria that take direct part in petroleum products destruction making them more available for consuming by microorganisms.

During 7 months of hatching the soil polluted with the petroleum products, directivity and intensity of microbiological processes is changed. While intensity of mineralization processes increased in parallel with the growth of aviation fuel content in a day after their introducing, it decreased with the increase of pollution level in 23 days [4, 5]. Intensity of mineralization processes in the polluted soil losses dependence on the pollutant concentration in 7 months. Thus, index of pedotrophicity fluctuates within the borders 0.049-0.56, index of oligotrophicity – 0.31-0.41, index of nitrogen mineralization – within the borders 0.78-0.97 (tab. 2).

Introducing aviation fuel into the soil leads to decrease of humus decomposition activity in comparison with the control variant: by 10.5 times at the concentration of aviation fuel 5%; 16.8 times at 10%; 7.5 times – at 20%. Possibly, the oil product molecules play the part of the most available substrate for autochthonic and heterotrophic microorganisms than humus substances that decreases activity of decomposition of the latter. Hatching of the contaminated soil during 7 months leaded to phytotoxicity reduction by 4.45 times in comparison with the term of hatching of 23 days at the concentration of aviation fuel 5% (tab. 2). Growth of test plants appears at the concentration of aviation fuel of 10 and 20% while seeds of fall wheat did not sprout in 23 days after introducing the fuel into these variants [5]. At the same time phytotoxicity of the soil at maximum pollution is still exceeding the phytotoxicity of the control variant by 2.38 times, and by 25.4% at 10% of pollution. The soil phytotoxicity remains at the indice level of 23-day hatching at the fuel concentration of 1%, and exceeds the rate of the control variant by 10%.

Adding glucose into the soil as a possible co-metabolite of aviation fuel allowed forming microbiocenosis differing from microbial community of the soil without glucose with somewhat increased quantity of the microorganisms of the carbon cycle and reduced quantity of the nitrogen
cycle and mineral phosphate mobilizing bacteria on the 23rd day of hatching (tab.1). In this case it was decomposed by 3.0% of aviation fuel more in this variant that evidences for more intensive course of the processes including those being destructive in regard of fuel (tab.2). Glucose adding intensifies developing the organic soil substance by 2.84 times, nitrogen mineralization by 3.59, increases index of oligotrophicity by 3.94 times (tab. 2). Adding glucose during the first periods of observance reduces activity of humus mineralization and polluted soil phytotoxicity, and does not influence on these indices in comparison with the variant without applying glucose in 7 months.

**Conclusion**

Changes in the quantity and physiological activity of the subsurface microorganisms in comparison with the 23-day term of contamination. In particular, the quantity of ammonifying and polysaccharide synthesizing microorganisms taking direct part in aviation fuel decomposition is significantly increasing, and the number of nitrifying bacteria decreases in length of time and increase of pollution level.

Introducing easily available substrates into the soils polluted with the aviation fuel create conditions to form powerful and stable microbiocenosis providing more active destruction of pollutants in comparison with microbiocenoses of the soils without adding ectogenous substrates.
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### Table 1.

**Quantitative Microorganisms in Gray Wood Soil in 7 Months After Introducing Aviation Fuel in Increasing Concentration**

<table>
<thead>
<tr>
<th>Variants</th>
<th>Ammonifying</th>
<th>Mineral Nitrogen Mobilizing</th>
<th>Oligotrophic</th>
<th>Azotobacter, % of Soil Lumps</th>
<th>Denitrifying</th>
<th>Nitrophilic</th>
<th>Pedotrophic</th>
<th>Cellulolytic</th>
<th>Polysaccharide Synthesizing</th>
<th>Autochthonic</th>
<th>Streptonectes</th>
<th>Microcytes</th>
<th>Mineral Phosphate Mobilizing</th>
<th>K&lt;sub&gt;r&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>90,2</td>
<td>101,3</td>
<td>65,2</td>
<td>0,00</td>
<td>124,2</td>
<td>1,03</td>
<td>112,3</td>
<td>30,6</td>
<td>5,62</td>
<td>44,0</td>
<td>30,1</td>
<td>0,19</td>
<td>30,2</td>
<td>1,15</td>
</tr>
<tr>
<td>1% AF</td>
<td>210,3</td>
<td>204,1</td>
<td>87,1</td>
<td>0,00</td>
<td>156,1</td>
<td>0,14</td>
<td>116,6</td>
<td>107,7</td>
<td>10,0</td>
<td>41,5</td>
<td>12,9</td>
<td>0,18</td>
<td>19,9</td>
<td>0,97</td>
</tr>
<tr>
<td>5% AF</td>
<td>1480,1</td>
<td>1304,3</td>
<td>463,0</td>
<td>0,67</td>
<td>173,3</td>
<td>0,13</td>
<td>825,1</td>
<td>280,7</td>
<td>187,1</td>
<td>30,8</td>
<td>39,9</td>
<td>0,15</td>
<td>122,9</td>
<td>1,55</td>
</tr>
<tr>
<td>10% AF</td>
<td>2184,1</td>
<td>2092,2</td>
<td>421,1</td>
<td>0,67</td>
<td>168,4</td>
<td>0,21</td>
<td>1073,4</td>
<td>295,9</td>
<td>342,2</td>
<td>25,1</td>
<td>38,5</td>
<td>0,09</td>
<td>109,9</td>
<td>1,39</td>
</tr>
<tr>
<td>20% AF</td>
<td>1067,0</td>
<td>828,2</td>
<td>364,4</td>
<td>0,00</td>
<td>179,7</td>
<td>0,07</td>
<td>539,1</td>
<td>337,4</td>
<td>173,0</td>
<td>28,2</td>
<td>26,6</td>
<td>0,19</td>
<td>117,3</td>
<td>1,25</td>
</tr>
<tr>
<td>5% AF + 1% Glucose</td>
<td>244,0</td>
<td>770,6</td>
<td>297,6</td>
<td>0,00</td>
<td>166,7</td>
<td>0,24</td>
<td>388,1</td>
<td>252,4</td>
<td>103,2</td>
<td>17,4</td>
<td>14,9</td>
<td>0,15</td>
<td>104,0</td>
<td>1,08</td>
</tr>
<tr>
<td>HIP&lt;sub&gt;5&lt;/sub&gt;</td>
<td>15,5</td>
<td>12,3</td>
<td>7,14</td>
<td>0,04</td>
<td>5,02</td>
<td>0,03</td>
<td>4,00</td>
<td>9,51</td>
<td>3,86</td>
<td>2,14</td>
<td>3,78</td>
<td>0,03</td>
<td>4,85</td>
<td></td>
</tr>
</tbody>
</table>

Note: AF - aviation fuel, CFU – colony-forming units.

### Table 2.

**Performance Intensity of Mineralization Processes and Phytotoxic Properties Gray Wood Soil in 7 Months After Introducing Aviation Fuel in Increasing Concentration**

<table>
<thead>
<tr>
<th>Variants</th>
<th>Index of Pedotrophicity</th>
<th>Index of Oligotrophicity</th>
<th>Index of Nitrogen Mineralization</th>
<th>Humus Mineralization Activity, %</th>
<th>Number of Degraded AF, mg/g Soil</th>
<th>Mass of 100 Plant Test Crops - Wheat, g</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>23 days</td>
<td>7 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>23 days</td>
<td>7 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>1,25</td>
<td>0,72</td>
<td>1,12</td>
<td>39,2</td>
<td>0</td>
<td>8,33</td>
</tr>
<tr>
<td>1% AF</td>
<td>0,55</td>
<td>0,41</td>
<td>0,97</td>
<td>35,6</td>
<td>4,20</td>
<td>7,35</td>
</tr>
<tr>
<td>5% AF</td>
<td>0,56</td>
<td>0,31</td>
<td>0,88</td>
<td>3,73</td>
<td>21,1</td>
<td>7,29</td>
</tr>
<tr>
<td>10% AF</td>
<td>0,49</td>
<td>0,19</td>
<td>0,96</td>
<td>2,34</td>
<td>42,4</td>
<td>6,06</td>
</tr>
<tr>
<td>20% AF</td>
<td>0,51</td>
<td>0,34</td>
<td>0,78</td>
<td>5,23</td>
<td>84,8</td>
<td>2,25</td>
</tr>
<tr>
<td>5% AF + 1% Glucose</td>
<td>1,59</td>
<td>1,22</td>
<td>3,16</td>
<td>4,48</td>
<td>21,3</td>
<td>6,92</td>
</tr>
</tbody>
</table>

Note: AF - aviation fuel.
The main indicators of mental and physical health of operators and flight crews that could adversely affect safety. We describe the indications and the positive results of "Jodis-concentrate" in 83 adults and 576 children aged 7 to 17 years. Proposed to be used in conjunction with modern methods of mind-body workout biologically active iodine concentration of 20 mg/dm³.

The World Health Organization in 1946 adopted the following definition of health: "Health - a state of complete physical, mental and social well-being and not merely absence of disease or infirmity". Of course, this definition is too broad and likely reflects the state to which to aspire. Health - is primarily a condition of the body, which indicates compliance with the structure and function, as well as the ability of regulatory systems to maintain constant internal environment (homeostasis). Health is reflected in the fact that in response to everyday stimuli appear adequate reaction to the character and strength, time and duration are characteristic for most people this population. Conclusions about the health or normal state of the organism on the basis of anthropometric do, physiological, and biochemical studies. In assessing the human health are not only anatomical and physiological criteria, but also social, particularly the degree of participation in work and social activities [1].

The main criteria for mental and physical health are the following indicators: somatic and psychic.

"To fly reliably it's very important to know how to control an aircraft but it's more important to know how to control yourself. My successes in aviation are often conditioned by high knowledge of equipment. That's right..., but for 1%, but for 99% - by skill to recognize, to learn and to improve myself. It's necessary to begin with study of basis of psychology" - said M.M. Gromov, the test-pilot [2].

General expediency of investigations and developments in the field of aviation medicine consists of provision of complex registration of a human factor during construction and operation of equipment with the purpose of increase of efficiency of aviation, flight safety, working capability of aviation specialists, their health care and continuation of professional length of service.

Would be appropriate to give an answer to the question - what is the essence of mind-body workout? Psychophysical training - a method of self on the body with a change in muscle tone, controlled breathing, pictorial representation of the normal functioning of organs, verbal reinforcement to improve the mental and physical capacity, training of active attention, will, memory development, the formation of self-control and adequate response to stimuli [3].

Scientists of the whole world are conducting active search for efficient protection against negative impact of industrial and ecological factors and fatigue of operators in aviation. Some researchers suggest computerization of training of pilots (Yu.A. Tutushkin, 2002), but such manner of acquiring knowledges is a considerable loading on a human being. Some researchers suggest special simulators (M.V. Dvornikov, V.K. Stepanov, 1999) which are, as a rule, too cumbersome and expensive.

In our opinion, improve mental and physical health of the operators in the aviation industry can achieve in a complex modern methods of mind-body training [4] with pharmacological methods. This product - a biologically active iodine at a concentration of 20 mg/dm³.
Iodine deficiency in the body has a 1.5 billion inhabitants of the planet. Ukraine, which experienced the horror of Chernobyl, in the present ranks first in the world of thyroid disease in children and adults, cancer, hepatitis, tuberculosis, AIDS and others. UN puts the problem iodine deficiency one level the problem of AIDS. Only 10 years (1993 - 2003) to 25.7% increase in the number of cancer patients. Near three thousand children are diagnosed with "thyroid cancer" were operated. There is degeneration of humanity, and lack of iodine removes future generations to mental deterioration. Women of childbearing age are considered one of the most vulnerable groups, so worry about the health of the child to his birth. Pregnancy can trigger thyroid disease, and to pregnant women escape this pathology, it is necessary to carry out prevention iodine deficiency. 80% of women in Europe suffer mastopathy. The scientists proved that the breast is a direct consequence of iodine deficiency.

Biological effects of iodine-containing substances is that hitting the body, iodine is actively involved in the synthesis of thyroxine and thus provides a normalization of thyroid function, which is often suppressed, such as those that are long in the exclusion zone. Normalization of the level of thyroxine in the body reduces atherogenic factors arising in the body against hormonal imbalance caused by ionizing radiation.

Many of iodine contained in sea fish, seaweed, food additive "Elamin." A number of nutrients also in dairy products, potatoes, millet, buckwheat, chokeberry.

Average daily demand for the mineral iodine (ICG) is different for the following categories: infants 0-5 months. - 40, 6-11 months. - 50, children 1-3 years - 70, 4-8 years - 90 men 11-14 years - 120, 15-51 year and older - 150, women 11-51 years of age - 150, pregnant women - 175, feeding mothers - 200.

But for the average daily accumulation needs minerals iodine person should eat plenty of vegetable or animal products that virtually impossible. Today found a solution of iodine deficiency. This "Iodis-concentrate - Jodis-concentrate" mineral water, saturated by a special technology with iodine ions, the product resulting from the long, rigorous efforts of the Ukrainian scientist, professor, academician of Ukrainian Technological Academy Vasil Melnichenko. Analogues of "iodine-concentrate" in the world no.

The concentration of iodine in the product is 20 mg/dm³. The total mineralization, g/dm³: 0,4-0,8. Chemical composition, mg / dm³: sodium + potassium 10-100, 50-150 calcium, magnesium 10-100, chloride <50, sulphates <50, hydrocarbons 300-600. The content of organic matter <30 (or the composition of drinking water per GOST 2874.82).

Professional research proven to water "iodine" on indicators of iodine deficiency in school-age children in school number 9 Obolon district of Kyiv. It was studied 576 schoolchildren aged 7 to 17 months naprotyazi12 and received the following positive results: 4.8 times increase in the number of children with high levels of physical health, 30% increased performance of their intellectual tests, rose 2.2 times the quality of understanding, 2 times reduced the incidence of thyroid cancer in children.

Approved methods of the established procedure for using "iodine-concentrate" in the physiotherapy treatment, which at present practically introduced in Ukrainian spa hospitals. The effectiveness of "iodine-concentrate" as proven by clinical trials: Institute of Toxicology and Ecohygiene them. L. Medvedya, Institute of Radiology and Radiation Medicine, the Ukrainian Research Institute of medical rehabilitation and balneology.

Full security (failure overdose) established the Department of Food Hygiene of the O. Bogomolitsa National Medical University. Cytology and safety confirmed by numerous personal observations of people taking "iodine - concentrate" in different cities of Ukraine. Use products enriched "Jodis-concentrate" which is a source of iodine, helps prevent diseases associated with lack of iodine in the body. The product has radioprotective properties.

Thus, the further introduction of iodine-containing substances nutrition is a prerequisite for the effectiveness of biological effects of diets that may improve human health, strengthen the defenses of the body, to increase efficiency.

Characteristics of "Jodis-concentrate."

Ingredients: High quality water is enriched with a special technology polyatomic ions of iodine (Technology patent number RSSHA.99/00020, Geneva, Switzerland, 22.08.2001).

Form release: An aqueous solution with a concentration of biologically active iodine (BAI) 20 mg/dm³. Allowed an easy and natural taste of iodine residue of mineral salts.

Purpose: Prevention of diseases caused by iodine deficiency, normalization of iodine status, radioprotector.

Indications for use: When the manifestation of symptoms of iodine deficiency: Endocrine: thyroid dysfunction, goiter, impaired metabolic processes and heat transfer, diabetes mellitus;

  immunodeficient: frequent colds and infections, weakened immune system;

  cardiology: atherosclerosis (resistant to treatment with diet and medications), arrhythmia, in which the use of special drugs does not give a tangible and lasting effect, increasing the diastolic (lower) pressure due to swelling of the vascular walls;

  anemic: decrease in hemoglobin in the blood, where iron therapy provides only modest results;

  osteochondrosis: weakness and muscle pain in arms, chest and lumbar sciatica, in which conventional treatment is not effective;

  edema: swelling around the eye or general, in which the receiving diuretics aggravates the condition, creating dependence on them;

  bronchopulmonary: swelling of the airways leading to chronic bronchitis and acute respiratory diseases;

  dermatological: hair loss, change in appearance and properties of hair and skin, prolonged healing of damaged skin;

  gynecological: menstrual disorders, irregular periods, sometimes the lack thereof, infertility, breast, irritation and cracked nipples;

  Somatic: fatigue, intolerance to heat and cold, diarrhea or constipation, weight changes, tremors, drowsiness, lethargy, frequent occurrence of headaches;

  Psychic: mental irritability, depressed mood, forgetfulness, inexplicable bouts of depression, lower IQ, depression, inner restlessness, mental instability, impaired memory and attention.

Deceleration of the physical and intellectual development in children.

The most dangerous diseases caused by iodine deficiency in the body: male and female infertility, miscarriages, birth of dead children, premature birth, deaf-mutism, mental retardation (iodine deficiency reduces mental capacity, even in adulthood), acute mental disorders, cretinism.

The product is recommended for the Ministry of Health use school-age children for the prevention of iodine deficiency (Appendix to Conclusion of sanitary-epidemiological expertise. № 05.03.02-06/49526 b u) 01/11/2005).

How to use: "Jodis - concentrate" (JC), taken orally, by adding to the first meal, milk porridge, milk, yogurt, water, juices, tea, coffee, etc... Add just before use in individual dishes. Do not depend on the meal. Thermal stability.

Water used for the enrichment of IR must meet the standard for drinking water (absolutely can not use chlorinated water).

Crimean Scientific-Research Institute of Physical Methods of Treatment and Medical Climatology them. Sechenov recommends the use of infrared externally in the form of rinses, baths, applications, and other physical therapy.

The recommended daily intake of iodine standards (Guidelines for Drinking-water Quality. Volume 1. ELO, Geneva, 1994) provide for the maximum allowable rate of no more than 1000 micrograms per day.

Interaction with drugs: Due to their properties interact with any medication without rejection, has the versatility of a good natural stabilizer, increases the effectiveness of drugs by 30%.
Side effects: None identified. An overdose of biologically active iodine is not possible. It does not cause hyperthyroidism.

Shelf life: 12 months.

Storage: Optimal storage of the product at a temperature of 5° - 20° C. According to studies, JC - resistant to heat treatment and sunlight.

Packaging: Plastic packaging capacity of 0.5 liters.

Producer: LLC "NPK" Jodis "IPC" Yark-Kiev ".

Here are some partial results of people taking "Jodis-concentrate".

Anna Pavlenko, Dnepropetrovsk, agree, "JC" in the spring of 2005 and immediately became easier when I deliver varied from headaches to normal pressure. I went from a state of severe depression, we can say thanks to the "JC" I survived, believed in the best in the salvation of themselves and families - because when the family heal one person, it gets saved the whole family. Three winters have not had the flu. If you are working 12-14 hours on my feet all the joints are aching feet, lifting the region - above the foot. The pains were very strong. But, thank God, for "JC"! I began to make lotion at night. The results of miraculous: in such cases I can not sleep, relax, and get up in the morning alive and well, wear shoes, which was yesterday, "would not fit," because "JC" relieves pain, swelling, inflammation, normalize salt metabolism. Cloth, which I put for the night, damping the "JC", even after washing is tough, impregnated with salt. I drink, "JC" constantly, morning and evening for 1 tsp. He inspires me, makes a save.

Conclusions

Thus, the data on the biological action of iodine-containing compounds, 72 positive personal feedback from patients, 11 people - own observations after receiving "Jodis-concentrate" allow us to conclude the need for further observation and ability to use the product "Jodis-concentrate" to improve the mental and physical health operators and flight crews.
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BIOTECHNOLOGY PERSPECTIVES IN SURFACE ENGINEERING. REVIEW

In this review the prospects of biotech production, beneficial properties and imperfections are considered in terms of materials and tribology. Attention is focused on the dissemination of general trends in industrial growth the role of bioprocessing on the field of technologies of surface treatment materials.

Biological technologies are employed in all new fields of industrial production. On obtaining of enzymatic products, medicines, and to the bioleaching of ores and the production of polymers, production volumes continue to grow. This is resulting in the transfer of accumulated technological experience to adjacent areas of science and industry.

Here we will consider possible ways for the development of industrial biological technology, which the surface engineering and, in particular, tribological materials provide. Summing up the experience of biogeochemistry and microbiology, and taking into account the experience and the scientific approach of existing technologies, we note that the effect of surface modification is widely studied in hydrometallurgy. In microbiology and microbial ecology studies over many decades of microbial corrosion has accumulated a great experience.

Therefore, armed with knowledge of several scientific fields we must now pay attention to the state of the art in tribology and to where among the surface treatment technologies application of biological methods and approaches look more promising and profitable.

At a manufacturing of machines a great influence on the quality, reliability and durability of the details have a variety of factors. The reliability and durability of the most loaded conjugate parts of the machines depends largely on the correctness of the choice of manufacturing method, destination an appropriate metal reinforcing and quality of assembly. A promising direction in improving the design of the machine is to create a self-regulating and self-healing units and a power supply. The essence of these design decisions is that a system or device will be adjusted or regulated automatically and the observed constancy of the basic geometric parameters of the dual unit in operation.

Methods of machine parts durability increasing can be divided into three main groups:
- Design;
- Technology;
- Operational.

Technological methods to improve the durability of machines include measures to improve the properties of materials used in the design. Properties of the details begin to emerge in the process of casting, welding, forming and machining.

A further increase of machine parts durability is carried out through the use of various methods of surface hardening and coating - thermal, chemical and thermal electropulse, electromagnetic, laser and other treatments, surfacing, sputtering, implantation, self-propagating high temperature synthesis and other.

Progressive way to improve the performance of parts of friction units operating without lubrication under extreme conditions, is to apply for one of the contacting surfaces solid lubrication coverage. Tribological characteristics of friction units depend strongly on the stress-strain state solid lubrication coverage during its interaction with the solid surface. Depending on
the contact conditions, coating thickness, the load parameters of the microgeometry and the physical and mechanical properties of solid lubrication coverage, there will be elastic, plastic or elastic-plastic deformation [10].

Determining influence on the processes of friction and wear have the load, type of stress state, the scheme of interaction. As for the stress, it should be noted: the stresses acting in the direction perpendicular to the vector of load application, increasing tightness of deformation, preventing the transition to plasticity. The tangential stresses caused by the friction force, contribute to the plastic state of material offensive and reduce the carrying capacity of friction units. The presence of sulfur on the working surface of the moving parts reduces the shear stresses due to the formation of sulfides and low-melting eutectics.

One of the conditions to reduce friction [11] in some areas of the mechanical contact of metals, is a relatively rapid decrease in contact stress. At presence of soft surface layers, it is easily carried out due to plastic flow. Accompanied by an increase in contact area.

The process of deformation of some of the most loaded sites should take place only in the surface layers, without involving the deformation of the layers located below, when implemented generally positive gradient of the shear resistance, formulated by Kragelsky [12].

It should be noted that, based on the minimization of friction is a universal phenomenon of structural adaptability described by Kostetskiy [13]. This phenomenon is realized in friction of any material within a certain range of external factors, which confirms its universality, and is characterized by self-regulation processes of activation, passivation, and formation of shielding secondary structures.

When activated, the surface layers of the material moving to the anomalous non-equilibrium, an unstable state. From the viewpoint of thermodynamics such a material tends to move toward equilibrium. Therefore, the activation processes at friction conditions are always followed with passivation processes.

In the process of passivation of the surface of solids in friction are three main groups of reactions:

- Interaction with the active components of the environment;
- Interaction with the counterface material;

Fig. 1 *Thiobacillus thioparus* colony
An internal restructuring of the surface layers.

Control of passivation process is carried out by adding special chemical additives to lubricant. To reduce friction and wear S, P, O, Cl, N, B – additives are widely used [14]. And it is necessary to remark that S, P, O, Cl, N are biogenic elements that are present in every living cell.

Increasing of antifrictional properties and wear resistance of friction parts of machines, including sliding bearings through the thermodiffusion process is possible with diffusion processes and chemical reactions that occur in the surface layers details of machines and the formation of sulfides, selenides, phosphides, and chlorides. As a result, above all, seizure resistance increases, and the the running-in processes are accelerated [15].

Most of presently used technological of surface hardening, coating and modification of the working surfaces can be characterized by power consumption, the duration of the process and environmental issues. Therefore, to meet rapidly growing demands for performance properties of materials tribosystems need to find new and better materials and methods to improve the durability, reliability and durability of the friction units of modern technology. Very promising in this regard is the creation of protective layers (secondary structures) using biotechnology [16, 1].

At the spot of our research work – microorganisms *Thiobacillus thioparus* which are well known as a factor of microbial corrosion. Their high activity in microbial-metal interaction is beyond controversy. On fig.1 a colony of *T.thio* shown and spheric particles of sulfur selectively extracted from agarous media (agarous Bejerink media) and mineralized with bacterial cells are well seen. Spectrum on fig.2 shows that in chemical composition of that colony of all analytical diapason (Energy dispersive spectrometer, from C to U) only sulfur is present in significant (99,9 \% ) concentration.

It is reasonable to assume that some modifications in media components are allowing wide range of substances and compounds to be immobilised via biomineralisation. Research methods and practical approach in the field of microbial biomineralised nanoparticles are observed in [17].

This review devoted to the search of promising ways to improve technological and service properties of materials, expanding the limits of their functional purpose showed that at this time, this problem is solved by the use of traditional engineering methods. However, their high energy, the need to combine several technological milestones and compliance with current environmental regulations lead to new ways to ensure the required physical-chemical and mechanical properties [16].

Analysis of literature sources on materials and tribology, thermodynamics, biogeochemical processes, geochemical activity of microorganisms and biotechnology allowed to develop

![Fig. 2 EDS Spectrum of colony shown on fig.1. (Green marked peak near 1,5keV is Al K-series - sampleholder underlight)](image)
approaches to study the effect of certain groups of sulfur, iron, nitrogen and carbon cycles bacteria on friction properties of materials. Such an interaction where both ways biogeochemical and tribochemical are present, can be modeled and, after a comprehensive study could became part of technologies of surface treatment materials. However, more time is required for the formation of concepts of really profitable, ready to replace the well-established technology.

References


15. Надежность и долговечность машин / Б.И.Костецкий, И.Г.Носовский, Л.И.Бершацкий, А.К.Караулов. – К.: Техника, 1975. – 408 с.


Using of *Plantago major* L. and *Trifolium pratense* L. for purification soil airfields from heavy metals

The content of heavy metals in soils and medicinal plants which were collected in the territory, adjacent to airfield «Zhulyany» in Kyiv region, airfield in Nizhyn, Chernihiv region and in Phytopreparation *Plantago major* L., *Trifolium pratense* L. The immunological studies were held using water-salt extracts made from medicinal plants to determine the effects of heavy metals on the pharmaceutical properties of plants.

Currently, the importance given to find medicinal plants as sources of new biologically active compounds for herbal remedies.

There is a need to take into account the environmental condition of the territory where the planned collection of plants. For quantitative and qualitative composition of active substances in plants depends on the conditions in which they develop, especially from soil and groundwater, but the anthropogenic impact on the biosphere is so varied that often leads to degradation of the environment of human life.

The study of adaptation of certain species of medicinal plants that grow in the near airfields allows you to determine the level of flow through the soil to plants of heavy metals, the level of biological plant resistance to contamination and for cleaning the soil by these plants.

Found that the use of medicinal plants collected in areas with a high content of heavy metals, can endanger human health, adversely affecting physiological processes. Because of medicinal raw materials, heavy metals pass into dosage forms, and then enter the human body [1].

Therefore the problem of environmental clean soil and herbs, as well as analysis of the impact of heavy metals on the quality of plant material is particularly relevant.

The aim of our work was to study the level of accumulation of heavy metals in soil and their influence on the pharmacological action of red clover (*Trifolium pratense* L.) and plantain (*Plantago major* L.).

To achieve this goal have been identified following tasks:

- determine the level of maximum permissible concentrations of heavy metals to soil and plants;
- determine soil purification by red clover and plantain;
- to develop research methodology content of heavy metals in soil and plant material and immunological methods;
- establish links between the concentration of metals and pharmacological properties of plants.

Medicinal plants and soil samples were collected in the territory adjacent to airfields Kyiv «Zhulyany» in Kyiv region and Nijinsky airport in Chernihiv region. For the control plants were taken, sold in pharmacies in dried form without impurities, pharmaceutical companies LikFarma «Adonis» and Viola.

Plants were collected in the period from early July to late August research areas in compliance with the collection and preparation of plant material installed in pharmacognosy, as well as compliance methods of sampling soil and plants GOST 27262-87 and GOST 17.4.3.01-83.

The survey was used inflorescences and grass clover, plantain leaves, these parts of plants used in official medicine.

Chemical composition of plants characterized by variability – the ability under the influence of different factors to acquire new chemical signs of previous or lose. Therefore, the formation and accumulation in medicinal plants of biologically active substances is a dynamic process that is associated with the phases of development and environmental factors [2].
Established that the effect of metals on plants depends on soil composition, the nature of the chemical elements, and of ionic or other form of combination, which can be removed from the soil plant [3].

Also be aware that plants differently learn some metals such as lead, even at high concentrations in the soil it is in poorly soluble compounds and therefore its level in the plant will be smaller.

So much zinc accumulates in plants and kept them; copper and cadmium accumulated weakly and strongly maintained in plants; lead accumulates weakly and poorly maintained in plants.

Therefore, to establish the level of accumulation of metals plant from the soil was found heavy metals in soil samples collected, which are taken according to GOST 3118-77 1N HCl solution.

The study was conducted in three times repeated to correct errors.

Then it was found accumulation of metals in plant raw materials by research guidelines «for field and laboratory studies in controlling pollution metals» [4].

To establish relationships between the concentration of metals and pharmacological properties of the studied plants were used immunological methods.

Method of determining the phagocytic activity of blood cells by NBT-test allows to find out the status of local immunity in the human impact of water-salt extracts from medicinal plants [5].

Methods of determination of phagocytic activity of neutrophils, based on the ability of phagocytes to capture particles of latex, which are colored by Romanovsky-Himza in blue-blue color [6].

The data research analysis of heavy metals in soil samples collected near the airport «Zhulyany» Nijinsky and airport are presented in table 1.

### Table 1

<table>
<thead>
<tr>
<th>Metal</th>
<th>airport «Zhulyany», mg / kg</th>
<th>Nijinsky airfield, mg / kg</th>
<th>MPC, GOST 3034-84, 3210-85, 42-128-4433-87, mg / kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn</td>
<td>12.77</td>
<td>11.28</td>
<td>23.0</td>
</tr>
<tr>
<td>Cu</td>
<td>4.59</td>
<td>4.56</td>
<td>3.00</td>
</tr>
<tr>
<td>Pb</td>
<td>5.88</td>
<td>9.93</td>
<td>20.0</td>
</tr>
<tr>
<td>Cd</td>
<td>0.15</td>
<td>0.17</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Thus the content of Zn, Pb and Cd in soil samples does not exceed the norms for Cu, this figure exceeds the norm by 1.5 times.

Tables 2 and 3 represent data on heavy metals in samples of medicinal plants collected in the territory adjacent to airfields and pharmaceutical drugs from pharmacies.

### Table 2

<table>
<thead>
<tr>
<th>Place of collection materials</th>
<th>Copper (mg / kg)</th>
<th>Zinc (mg / kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Plantain</td>
<td>10.26</td>
</tr>
<tr>
<td></td>
<td>Clover</td>
<td>10.95</td>
</tr>
<tr>
<td>airport «Zhulyany»</td>
<td></td>
<td>10.65</td>
</tr>
<tr>
<td>Nijinsky airfield</td>
<td></td>
<td>9.14</td>
</tr>
<tr>
<td>Phytomedication</td>
<td></td>
<td>7.05</td>
</tr>
<tr>
<td>MPC</td>
<td></td>
<td>5.00</td>
</tr>
</tbody>
</table>
Table 3

The content of lead and cadmium in samples of medicinal plants

<table>
<thead>
<tr>
<th>Place of collection materials</th>
<th>Lead (mg / kg)</th>
<th>Cadmium (mg / kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Plantain</td>
</tr>
<tr>
<td>airport «Zhulyany»</td>
<td>6.39</td>
<td>4.86</td>
</tr>
<tr>
<td>Nijinsky airfield</td>
<td>3.83</td>
<td>3.31</td>
</tr>
<tr>
<td>Phytomedication</td>
<td>4.49</td>
<td>2.28</td>
</tr>
<tr>
<td>MPC</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Results of the data suggest that the most contaminated samples are near airports, including airport «Zhulyany» relatively clean from all three samples can be considered a plant raw material is sold in pharmacies. The content of heavy metals in samples of medicinal plants compared with the soil exceeds by 2-3 times, this property of plants to accumulate heavy metals can be used as one method of cleaning soil.

These immunological research as a result of spontaneous NBT-test using water-salt extracts of grass and clover leaves of plantain are presented in table 4.

Table 4

Results of determination of phagocytic activity of blood cells by NBT-test

<table>
<thead>
<tr>
<th>Plants</th>
<th>Airport «Zhulyany»</th>
<th>Nijinsky airfield</th>
<th>Phytomedication plants</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NBT-positive cells, %</td>
<td>CMC, s.u.</td>
<td>NBT-positive cells, %</td>
</tr>
<tr>
<td>Plantain</td>
<td>48.28±2.2</td>
<td>0.34±0.02</td>
<td>48.89±2.2</td>
</tr>
<tr>
<td>Clover</td>
<td>49.72±2.3</td>
<td>0.37±0.02</td>
<td>49.00±2.3</td>
</tr>
<tr>
<td>Control</td>
<td>51.55±2.3</td>
<td>0.41±0.02</td>
<td>51.55±2.3</td>
</tr>
</tbody>
</table>

Where * – probable difference from control

The study of the phagocytic activity of neutrophils by the influence of water-salt extraction of grass clover and plantain leaves are presented in table 5.

Table 5

Results of determination of phagocytic activity of neutrophils

<table>
<thead>
<tr>
<th>Plants</th>
<th>airport «Zhulyany»</th>
<th>Nijinsky airfield</th>
<th>Phytomedication plants</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pi, %</td>
<td>Pn, %</td>
<td>Pi, %</td>
</tr>
<tr>
<td>Plantain</td>
<td>85.00±2.18</td>
<td>5.44±0.15</td>
<td>86.00±2.18</td>
</tr>
<tr>
<td>Clover</td>
<td>80.00±2.18</td>
<td>5.18±0.15*</td>
<td>82.00±2.18</td>
</tr>
<tr>
<td>Control</td>
<td>89.00±2.3</td>
<td>5.18±0.02</td>
<td>89.00±2.3</td>
</tr>
</tbody>
</table>

Where * – probable difference from control.

Conclusions

All components of the biosphere actively collect discarded hazardous substances (liquid and dispersed chemical elements and their compounds) in amounts that greatly exceed their natural content. A significant source of pollution is heavy metals. They have the ability to accumulate in significant amounts in soils, which can lead to deterioration of their quality and reduce productivity.
Soil contaminated with heavy metals is a secondary source of contamination of plants. The content of heavy metals in plant raw materials is 2-3 times higher than their content in the soil. Whereas it is planned to continue research to determine changes in the level of heavy metals in soils using plants.

The most contaminated samples are near the airports, including airport «Zhulyany» relatively clean from all three samples can be considered plant raw materials, goods in pharmacies.

But according to the NBT-test and the level of phagocytic activity of neutrophils biologically active compounds from grass and clover leaf plantain compared with the data control positively influence the activity of phagocytes. We can make the assumption that these plants have certain defense mechanisms that block the negative effects of heavy metals on the biochemical processes in the experimental plants.

Thus, the study of protective mechanisms of herbs can be used to increase the resistance of the human body under the influence of negative environmental factors.
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MICROBIAL COMMUNITIES OF GREY FOREST SOIL POLLUTED INCREASING DOSES OF HEAVY METALS

The state of microbial populations of grey forest soil contaminated with heavy metals in doses of 5, 10, 100 MAC was studied in the presence and absence of vegetating phytocenosis. The magnitude and direction of changes in microbial processes are shown depending on the level of soil contamination with heavy metals and the presence of vegetation.

Heavy metals are widespread pollutants of the biosphere [1, 2]. For today they take second place in the degree of danger, giving way only to pesticides and far ahead of such well-known pollutants like carbon dioxide and sulfur. Environmental contamination with heavy metals conditioned to their wide use in industrial production and deficiencies in the treatment systems, causing pollutants are coming to the environment with gas and dust industrial emissions, motor vehicles, additives of fertilizers, pesticides, etc. [1].

The model experiment was conducted using the grey forest soil type large dusty and light loam from the monitoring-proving ground of department of adaptive intensive technology of cereals and maize SRI "Institute of Agriculture NAAS" (experimental farm "Chabany", Kiev-Svyatoshinsky district of Kyiv region). In the 0-20 cm soil layer contained: 2,74% of humus, 9,33 mg of alkaline hydrolyzed nitrogen, 36,8 mg of mobile phosphorus and 15,3 mg of exchangeable potassium per 100 gr dry soil pH (KCl) – 5,6. Phytocenosis of fallow land plots formed as a result of spontaneous overgrowth for 23 years and represented mainly cereal grasses. Soil was taken in autumn before the experiment and its biological activity was restored with moisture and temperature control from 25°C during 21 days. It was studied variants of the artificially created backgrounds of zinc and lead: 3, 4 – exceeding MPC in 5 times, 5, 6 – exceeding MPC in 10 times; 7, 8 – exceeding MPC in 100 times. As a control sample it was taken soil with natural concentrations of heavy metals. Soluble fraction of metals in acid was taken into consideration when creating backgrounds pollution, since it is the main man-made component of the stock of heavy metals in soil.

In 8 days before the introduction of heavy metals in vessels were sowed the seed of maize. In the control vessels for equalization of nitrogen level brought solution of KNO₃ in an appropriate concentration.

Condition of microbial communities was studied in 32 days after brought heavy metals. Number, physiological and biochemical activity of major ecological and trophic groups of microorganisms and orientation microbiological processes were determined by methods described previously in our publications [3].

As seen from Table 1, the number of ammonification microorganisms as a result of contamination with heavy metals increased in 2,09-2,19 times compared with control in soil without plants; in soil with phytocenosis it increased at 26,4-31,4%. The number of ammonification microorganisms is growing at least in the studied doses of heavy metals and in the future it does not depend on the dose of pollutants. At short-term pollution (1 day) entry of heavy metals resulted in a significant decrease of ammonification microorganisms in variants without plants as well with phytocenosis [4]. Thus, the influence mechanism of heavy metals on the number of ammonification organism is changing over time of staying of soil in contaminated condition.

The number of autochthonous microorganisms at short-term pollution of soil with heavy metals also significantly decreased [4]. Over the 32 days of the incubation, this regularity is preserved, except option with a dose of heavy metal in 5 MPC without phytocenosis, where the
increase of the autochthonous microorganisms in comparison with unpolluted soil (Table 1). In soil without plants reduced the number of autochthonous microorganisms in direct proportion to the level of contamination, and in the rhizosphere phytocenosis reduced compared with the control at 19.4-65.2% and almost independent of the level of contamination. Thus, mechanisms of action of heavy metals on microorganisms of various ecological, trophic and functional groups differ, but relatively a few of them are changing over time.

Plants with their root secretions act as protectors of azotobacter, its number of plants in rhizosphere higher than in soil without plants: in the control – in 5.97 times, with 5 MPC – in 9.7 times, with 10 MPC – in 14.9 times (Table 1). At the maximum level of contamination with heavy metals (100 MAC) the number of azotobacter in soil without plant exceeds its number in the rhizosphere plants. Perhaps, plants cannot perform the protective function of azotobacter through biochemical stress at high levels of soil contamination with heavy metals. The results of the study of physiological and biochemical activity of microorganisms show at the protective function of plant to azotobacter. Thus, soil contamination with heavy metals suppresses the physiological and biochemical activity azotobacter and this figure can be considered indicator of grey forest soil contamination at levels of contamination in 5-100 MPC in the absence of vegetation, as well as at the contamination levels of 10-100 MPC – in soils with phytocenosis.

At short-term soil contamination with heavy metals the number of denitrificators in soil without plants is reduced in direct proportion to increasing doses of contamination [4]. Over the 32-day contamination the number of denitrificators in soil without plants is also reduced in proportion to the level of contamination: with 5 MAC - in 5.47 times, with 10 MPC - in 7.32 times, with 100 MPC - in 16.9 times. In the presence of plants the number of denitrificators reduced to a certain size, at which almost no effect of pollutant dose.

Number, physiological and biochemical activities of polysaccharide-synthesizing microorganisms in soil polluted with heavy metals is an important indicator, because bacterial polysaccharides are the protectors against nonspecific toxic effects of heavy metals [6]. At short-term pollution synthesis of polysaccharides is not yet becoming an advantage for producers in the competitive struggle for survival, so the number of polysaccharide-synthesizing microorganisms decreases in soil without plants and in the rhizosphere phytocenosis [4]. Over the 32-day incubation of contaminated soil the number of polysaccharide-synthesizing microorganisms is increased, especially in the rhizosphere plants, with 5 MPC - in 2.24 times, with 10 MPC - in 6.89, with 100 MPC - in 1.67 times (Table 1). Maximum number of polysaccharide-synthesizing microorganisms observed in variant with contamination in 10 MPC, further increasing the dose of pollution does not increase the number of microorganisms of the group, possibly due to general toxic effects of heavy metals. Thus, it was confirmed the results of model studies [6] about the protective action of bacterial polysaccharides relatively heavy metals in grey forest soil.

According to literature data, heavy metals inhibit the mineralization of organic compounds in soil [7, 8]. Our results are consistent with literature data: in soil without plants pedotrophic index decreases in variant with 5 MPC – at 76.6%, with 10 MPC – at 43.2%, with 100 MAC – at 133.6%, in the rhizosphere phytocenosis consumption of organic matter significantly reduces only at the maximum contamination (Table 2). The intensity of mineralization of nitrogen compounds decreases in soil without plants with 5 MPC in 3.20 times, with 10 MPC - in 2.27 times, with 100 MAC - in 1.57 times, in rhizosphere plants, especially for medium and maximum levels of pollution, mineralization of nitrogen compounds is intensifies at 73.4%. Thus, the orientation of mineralization processes in soil contaminated with heavy metals depends on the level of contamination and the presence of vegetation.

In the example with wheat and soybean plants previously it was shown that the activity of mineralization of humus compounds in rhizosphere plants is lower than in soil without phytocenosis [9,10]. The obtained data confirm this pattern: activity of humus mineralization in the root zone of maize is below than in soil without plants: in variant with no pollution - at 66.2%, with 5 MAC - at 90.2%, with 10 MPC - at 77.0%, with 100 MAC - at 18.4% (Table 2). Thus, degradation of humus compounds proceeds more intensively in soil without plants where no constant flow of substances
that easily utilized in the root secretions. With the increasing of level of soil contamination with heavy metals plants less affect to mineralization of humus compounds.

Contamination with heavy metals resulted in a significant phytotoxicity increase in soil without plant: with 5 MPC - at 8.40%, with 10 MPC - at 16.2%, in soil with phytocenosis the increasing of phytotoxicity was observed only in variant with 10 MPC - at 15.7% (Table 2). The dose of heavy metals in 100 MPC was so toxic that the seeds of test plants not sprouted.

Conclusions

At medium-term contamination of grey forest soil with heavy metals observed significant changes in the state of microbial groups, slowed down most of the studies mineralization processes, increases the accumulation of toxic substances. The scope and direction of these changes depend on the level of soil contamination and the presence of vegetation.

Azotobacter can be attributed to an important group of microorganisms that are indicators of ecological purity of soil; its number is reduced with entry of heavy metals and some other pollutants, including petroleum products [3, 5].

Denitrifying microorganisms also be considered as diagnostic group of contamination with heavy metals in short-term and medium-term contamination of soils without vegetating phytocenosis.
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### Table 1
Influence of heavy metals on the number of microorganisms in the grey forest soil polluted with heavy metals during 32 days, million CFU*/g of absolutely dry soil

<table>
<thead>
<tr>
<th>№</th>
<th>Variant</th>
<th>Ammonificators</th>
<th>Immobilizers of mineral nitrogen</th>
<th>Oligotrophic microorganisms</th>
<th>Azotobacter, % of soil lumps fouling</th>
<th>Denitrificators</th>
<th>Nitrificators</th>
<th>Pedotrophic microorganisms</th>
<th>Cellulose-digesting bacteria</th>
<th>Polysaccharide-synthesizing microorganisms</th>
<th>Autochthonous microorganisms</th>
<th>Streptomycetes</th>
<th>Micromicetes</th>
<th>Mobilizers of mineral phosphates</th>
<th>K_r</th>
<th>Acid-forming microorganisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Control without plants</td>
<td>240,6</td>
<td>93,9</td>
<td>75,3</td>
<td>0,670</td>
<td>128,1</td>
<td>0,248</td>
<td>83,8</td>
<td>153,3</td>
<td>5,82</td>
<td>21,9</td>
<td>44,2</td>
<td>0,023</td>
<td>23,3</td>
<td>0,611</td>
<td>0,390</td>
</tr>
<tr>
<td>2</td>
<td>Control + phytocenosis</td>
<td>730,9</td>
<td>68,7</td>
<td>21,4</td>
<td>4,00</td>
<td>121,8</td>
<td>0,484</td>
<td>117,4</td>
<td>65,0</td>
<td>5,54</td>
<td>18,5</td>
<td>28,8</td>
<td>0,173</td>
<td>10,0</td>
<td>0,313</td>
<td>2,58</td>
</tr>
<tr>
<td>3</td>
<td>5 MAC without plants</td>
<td>502,5</td>
<td>61,2</td>
<td>25,7</td>
<td>0,010</td>
<td>23,4</td>
<td>0,725</td>
<td>98,9</td>
<td>90,8</td>
<td>1,56</td>
<td>32,7</td>
<td>30,0</td>
<td>0,058</td>
<td>10,1</td>
<td>0,698</td>
<td>0,010</td>
</tr>
<tr>
<td>4</td>
<td>5 MPC + phytocenosis</td>
<td>368,9</td>
<td>30,0</td>
<td>22,4</td>
<td>90,7</td>
<td>48,7</td>
<td>0,974</td>
<td>64,2</td>
<td>76,1</td>
<td>12,3</td>
<td>11,2</td>
<td>20,6</td>
<td>0,144</td>
<td>6,12</td>
<td>0,543</td>
<td>0,010</td>
</tr>
<tr>
<td>5</td>
<td>10 MPC without plants</td>
<td>526,3</td>
<td>90,4</td>
<td>30,4</td>
<td>0,670</td>
<td>17,5</td>
<td>1,08</td>
<td>127,9</td>
<td>101,4</td>
<td>7,02</td>
<td>19,6</td>
<td>56,5</td>
<td>0,031</td>
<td>11,3</td>
<td>0,170</td>
<td>0,390</td>
</tr>
<tr>
<td>6</td>
<td>10 MPC + phytocenosis</td>
<td>923,9</td>
<td>150,7</td>
<td>78,4</td>
<td>10,0</td>
<td>59,0</td>
<td>0,496</td>
<td>150,7</td>
<td>83,7</td>
<td>37,9</td>
<td>13,1</td>
<td>39,0</td>
<td>0,246</td>
<td>19,9</td>
<td>0,406</td>
<td>9,09</td>
</tr>
<tr>
<td>7</td>
<td>100 MPC without plants</td>
<td>516,7</td>
<td>128,2</td>
<td>20,6</td>
<td>20,0</td>
<td>7,58</td>
<td>0,390</td>
<td>76,9</td>
<td>71,1</td>
<td>4,27</td>
<td>13,4</td>
<td>45,9</td>
<td>0,128</td>
<td>12,8</td>
<td>0,353</td>
<td>15,2</td>
</tr>
<tr>
<td>8</td>
<td>100 MPC + phytocenosis</td>
<td>960,9</td>
<td>156,5</td>
<td>53,7</td>
<td>4,67</td>
<td>26,6</td>
<td>1,16</td>
<td>105,1</td>
<td>95,1</td>
<td>9,21</td>
<td>15,5</td>
<td>54,9</td>
<td>0,391</td>
<td>13,8</td>
<td>1,16</td>
<td>1,53</td>
</tr>
<tr>
<td>LSD05</td>
<td></td>
<td>15,3</td>
<td>6,11</td>
<td>3,16</td>
<td>1,82</td>
<td>4,45</td>
<td>0,160</td>
<td>5,68</td>
<td>2,00</td>
<td>0,54</td>
<td>2,97</td>
<td>1,99</td>
<td>0,009</td>
<td>0,94</td>
<td>0,005</td>
<td></td>
</tr>
</tbody>
</table>

Note: CFU* – colony form unit
### Table 2

**Indicators of intensity of mineralization processes and phytotoxic properties of grey forest soil contaminated with heavy metals during 32 days**

<table>
<thead>
<tr>
<th>№</th>
<th>Variant</th>
<th>Pedotrophic index</th>
<th>Oligotrophic coefficient</th>
<th>Coefficient of nitrogen mineralization</th>
<th>Activity of humus mineralization, %</th>
<th>Intensity of soil respiration mg CO2/kg soil</th>
<th>Weight of 100 plant test crops - winter wheat, g</th>
<th>Stem</th>
<th>Roots</th>
<th>Total weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Control without plants</td>
<td>0,348</td>
<td>0,313</td>
<td>0,390</td>
<td>26,1</td>
<td>204,9</td>
<td>7,71</td>
<td>5,19</td>
<td>12,9</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Control + phytocenosis</td>
<td>0,161</td>
<td>0,029</td>
<td>0,094</td>
<td>15,7</td>
<td>194,9</td>
<td>6,85</td>
<td>6,45</td>
<td>13,3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5 MAC without plants</td>
<td>0,197</td>
<td>0,051</td>
<td>0,122</td>
<td>33,1</td>
<td>192,8</td>
<td>6,51</td>
<td>5,39</td>
<td>11,9</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5 MPC + phytocenosis</td>
<td>0,174</td>
<td>0,060</td>
<td>0,081</td>
<td>17,4</td>
<td>285,8</td>
<td>7,15</td>
<td>5,85</td>
<td>13,0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10 MPC without plants</td>
<td>0,243</td>
<td>0,058</td>
<td>0,172</td>
<td>15,4</td>
<td>128,7</td>
<td>6,28</td>
<td>4,82</td>
<td>11,1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10 MPC + phytocenosis</td>
<td>0,163</td>
<td>0,085</td>
<td>0,163</td>
<td>8,70</td>
<td>187,4</td>
<td>6,61</td>
<td>4,89</td>
<td>11,5</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>100 MPC without plants</td>
<td>0,149</td>
<td>0,040</td>
<td>0,248</td>
<td>17,4</td>
<td>115,4</td>
<td>Due to high toxicity of the soil seed test culture not sprouted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100 MPC + phytocenosis</td>
<td>0,109</td>
<td>0,056</td>
<td>0,163</td>
<td>14,7</td>
<td>278,5</td>
<td>0,12</td>
<td>0,08</td>
<td>0,11</td>
<td></td>
</tr>
</tbody>
</table>

LSD_{0.05}
STRUCTURE AND PHASE TRANSFORMATIONS IN THE SYSTEM $Fe_2O_3 : SiO_2$ IN THE HYDROTHERMAL CONDITIONS

Laws of hydrothermal modification of porous structure and phase composition of jointly precipitated iron-silica gels with various proportion of $Fe_2O_3 : SiO_2$ were investigated. The results were explained by combined action of mass transport and phase transformations and mutual influence of components on these processes.

In the modern petroleum-refining industry, in the manufacture of aviation and automobile fuels the spectrum of catalytic processes is permanently extended. This is connected, at first, with attraction in the manufacture of petroleum with high content of heavy metals, sulphur compounds and other undesirable admixtures, and at second, with permanently increasing demands to the quality of fuel. Elaboration of a new catalytic processes demands also of creation of catalysts and blank substrates for catalytic active substances with various porous structure and the surface nature [1]. Among of blank substrates for catalytic active substances the binary oxide-hydroxide systems on the base of silica gel attract more and more attention of researchers because in these systems due to mutual influence of components the mobility of not only regulation of porous structure, but also acid-base properties exists.

Considerable number of researches devoted to the synthesis of the binary siliceous porous materials, in that the systems are observed that composition include together with silicium oxide oxides of aluminium, iron, titanium, zirconium, tin, magnesium, chromium and other metals [2-5], but the main attention of these researches is spared to finding synthesis conditions, influence of composition on the porous structure, changing of the structure over influence of certain factors.

It is known that the porous structure of sorbents can be changed both on the synthesis stages and by means of various methods of processing of hydrogel or xerogel, and the second approach gives the wider possibility to structure modification. The most effective method of modification is hydrothermal [6]. Lows of hydrothermal modification of the structure were better studied for silica gel [7]. The main peculiarity of metal oxides, that is distinguished they from silica, is possibility of passing of crystallization processes at hydrothermal conditions that cause to the specific character of porous structure changing. This fact explains interest to the complex investigations of modification influence not only on the porosity but also on the phase composition and dispersity of binary jointly precipitated systems that opens the ways to understanding mechanism of processes of porous materials skeleton rebuilding and synthesis blank substrates with needed structure and crystallinity.

The purpose of the given work was the investigation of lows of hydrothermal modification of jointly precipitated iron-silica gels with various proportion of $Fe_2O_3 : SiO_2$ to creation of algorithm of synthesis these systems with in advance given parameters of porous structure, phase and chemical composition and degree of phase crystallinity.

The initial samples of jointly precipitated iron-silica gels were obtained by addition of 1M solution of Na$_2$SiO$_3$ to the 1M solution of FeCl$_3$ at intensive stirring to achieve pH=9. Choosing of pH was determined accounting of fullness of metal precipitation (as hydroxide) and conditions of precipitation of silica (SiO$_2$) as a dense precipitate. To achieve needed pH the solution of HCl was added to the solution of FeCl$_3$ and the solution of NH$_4$OH was added to the solution of Na$_2$SiO$_3$. The obtained precipitates were washed by distilled water till absence of qualitative reactions of the ammonium ion and chloride ion. The precipitate was squeezed on the filter and moist paste (hydrogel) was obtained, after drying of it at the room temperature xerogel was received.
According to this technique the samples of iron-silica gels with content of Fe₂O₃ 8, 40, 60, 80 % mass was synthesized.

Hydrothermal modification (HTM) of the samples was carried out in steel autoclaves with teflon bushing at the temperatures 373, 473, 573 and 673 K during 6 hours. In the autoclave distilled water was added in quantity that was needed to achieve saturate vapour pressure at the given temperature (373 K – 1 atm, 473 K – 15 atm, 573 K – 85 atm, 673 K ~ 200 atm).

The porous structure parameters of samples – a specific surface area (S), limiting sorption volume of pores (Vₛ) and diameters of pores (d) – were calculated on the base of isotherms of methanol adsorption by the equations of the BET theory, a total volume of pores (Vₛ) was determined by the method of percolation [8,9].

The results of influence on porosity of hydrogels and xerogels with different relation of Fe₂O₃ : SiO₂ are presented in table 1.

### Table 1

<table>
<thead>
<tr>
<th>Fe₂O₃, % mass</th>
<th>T, K</th>
<th>HTM (xerogel)</th>
<th>HTM (hydrogel)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S, m²/g</td>
<td>Vₛ, sm³/g</td>
<td>Vₛ, sm³/g</td>
</tr>
<tr>
<td>8 Initial</td>
<td>582</td>
<td>1.01</td>
<td>1.25</td>
</tr>
<tr>
<td>373</td>
<td>456</td>
<td>0.82</td>
<td>1.33</td>
</tr>
<tr>
<td>473</td>
<td>226</td>
<td>0.45</td>
<td>1.24</td>
</tr>
<tr>
<td>573</td>
<td>70</td>
<td>0.14</td>
<td>0.36</td>
</tr>
<tr>
<td>673</td>
<td>19</td>
<td>0.07</td>
<td>0.30</td>
</tr>
<tr>
<td>40 Initial</td>
<td>366</td>
<td>0.34</td>
<td>0.72</td>
</tr>
<tr>
<td>373</td>
<td>455</td>
<td>0.44</td>
<td>0.85</td>
</tr>
<tr>
<td>473</td>
<td>358</td>
<td>0.42</td>
<td>0.90</td>
</tr>
<tr>
<td>573</td>
<td>231</td>
<td>0.42</td>
<td>0.83</td>
</tr>
<tr>
<td>673</td>
<td>102</td>
<td>0.41</td>
<td>0.82</td>
</tr>
<tr>
<td>60 Initial</td>
<td>392</td>
<td>0.22</td>
<td>0.37</td>
</tr>
<tr>
<td>373</td>
<td>433</td>
<td>0.29</td>
<td>0.45</td>
</tr>
<tr>
<td>473</td>
<td>301</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>573</td>
<td>177</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td>673</td>
<td>73</td>
<td>0.32</td>
<td>0.36</td>
</tr>
<tr>
<td>80 Initial</td>
<td>396</td>
<td>0.31</td>
<td>0.32</td>
</tr>
<tr>
<td>373</td>
<td>393</td>
<td>0.31</td>
<td>0.34</td>
</tr>
<tr>
<td>473</td>
<td>208</td>
<td>0.32</td>
<td>0.35</td>
</tr>
<tr>
<td>573</td>
<td>77</td>
<td>0.37</td>
<td>0.33</td>
</tr>
<tr>
<td>673</td>
<td>49</td>
<td>0.35</td>
<td>0.38</td>
</tr>
<tr>
<td>100 Initial</td>
<td>290</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>373</td>
<td>270</td>
<td>0.27</td>
<td>0.26</td>
</tr>
<tr>
<td>473</td>
<td>23</td>
<td>0.17</td>
<td>0.18</td>
</tr>
<tr>
<td>573</td>
<td>17</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>673</td>
<td>24</td>
<td>0.22</td>
<td>0.22</td>
</tr>
</tbody>
</table>

The analysis of data of the table shows that a biggest specific surface area, limiting sorption volume of pores and total volume of pores has initial iron-silica gel with 8 % Fe₂O₃. For initial samples another compositions a specific surface area is approximately identical and lies in the ranges 360 – 390 m²/g, but limiting sorption volume of pores, total volume of pores and diameters of pores are essential smaller.
In result of HTM both of hydrogels and xerogels at increasing of temperature of processing the general tendency decreasing of a specific surface area, increasing of diameters of pores and insignificant change of limiting sorption volume of pores is observed, and different character of changing of total volume of pores: if for xerogels the change of $V_\Sigma$ varies in a small limits, at processing of hydrogels a total volume of pores grows in 2-3 times and diameter of pores grows more essential. For the sample with the small contain of iron (8 % Fe$_2$O$_3$) the biggest changes of parameters of porous structure are showed at HTM both of xerogel and hydrogel.

To explain changes that take place at HTM of iron-silica gels not enough to take into account only processes of solution-precipitation of colloid particles and surface diffusion, because at hydrothermal conditions can proceed phase transformations both of a pure components and a new compounds, that are formed at HTM. Therefore investigation of phase composition of iron-silica gels with different relation of components by method of X-ray analyses was carried out. Diffractograms of samples were recorded with help of diffractometer ДРОН-3М using copper Kα radiation and Ni filter. The results are presented in the table 2.

<table>
<thead>
<tr>
<th>T, K</th>
<th>Fe$_2$O$_3$, 8 % mass</th>
<th>Fe$_2$O$_3$, 40 % mass</th>
<th>Fe$_2$O$_3$, 60 % mass</th>
<th>Fe$_2$O$_3$, 80 % mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>amorphous</td>
<td>amorphous</td>
<td>amorphous</td>
<td>amorphous</td>
</tr>
<tr>
<td>373</td>
<td>amorphous</td>
<td>amorphous</td>
<td>amorphous</td>
<td>hematite</td>
</tr>
<tr>
<td>473</td>
<td>amorphous</td>
<td>amorphous</td>
<td>amorphous</td>
<td>hematite</td>
</tr>
<tr>
<td>573</td>
<td>amorphous</td>
<td>amorphous</td>
<td>hematite</td>
<td>hematite</td>
</tr>
<tr>
<td>673</td>
<td>acmite + α-cristobalite</td>
<td>hematite</td>
<td>hematite</td>
<td>hematite</td>
</tr>
<tr>
<td>HTM (xerogel)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

HTM (hydrogel)

| Initial | amorphous | amorphous | amorphous | amorphous |
| 373 | amorphous | amorphous | amorphous | hematite |
| 473 | amorphous | amorphous | hematite | hematite |
| 573 | amorphous | hematite | hematite | hematite |
| 673 | acmite + α-cristobalite | hematite + α-cristobalite | hematite | hematite |
| HTM (hydrogel) | | | | |

The data of X-ray analyses show that all initial samples are amorphous whereas HTM both of xerogels and hydrogels causes to appearance of crystalline phases in it and at the simulated conditions degree of crystallization of hydrogels with 40–80 % mass Fe$_2$O$_3$ is higher than degree of crystallization of corresponding xerogels, thereto phase composition of a products of HTM of iron-silica gels depend on the relation of components in the system: the sample with 8% Fe$_2$O$_3$ crystallizes in α-cristobalite (SiO$_2$) and acmite (NaFeSi$_2$O$_6$), but at increasing of iron content in samples only hematite (Fe$_2$O$_3$) is identified on the diffractograms.

The X-ray analyses data are well coordinated with results of adsorption-structure investigation and indicate that phase transformations are one of main factors that determine ways of hydrothermal modification of iron-silica gels. On the base of conducted investigations the obtained results can be explained both by mass transfer processes that proceed in colloid systems at HTM and phase transformation processes.

At precipitation of silica gel with negative charged colloid particles and iron hydroxide with positive charge mutual coagulation of particles of silica gel and iron hydroxide, that precipitate simultaneously, occurs and silica shows protective effect by the way of adsorption on the surface of iron hydroxide particles, screening the particles one from another and prevention of crystals growth [3]. This explains formation of more developed porous structure of iron-silica gels in comparison
with pure iron gel and their bigger stability at HTM (table 1).

Effect of growing of iron-silica gels specific surface area at the low HTM temperatures can be explained by the fact that at HTM conditions water vapour reduces the free surface energy of solid due to that the rate of formation of new phase nucleuses increases that causes growth of dispersity of a system. Further decreasing of specific surface area at increasing HTM temperature is connected with crystals growth and processes of solution-precipitation that are repeatedly accelerated at HTM due to not only high temperatures but also presence of moisture. In result of these processes initial particles growth and, corresponding, specific surface area decreases.

**Conclusion**

The lows of structure and phase transformations of jointly precipitated iron-silica gels with various proportion of Fe₂O₃ : SiO₂ at hydrothermal conditions were investigated that promote to better understand mechanisms of mutual influence of components in the binary systems.

The general tendencies at increasing HTM temperature both of xerogels and hydrogels are decreasing of a specific surface area and increasing of diameters of pores and structure changing is more expressed for hydrogel then xerogel. The biggest changes of porous structure parameters are observed for sample with small content of iron (8 % Fe₂O₃), in which the main processes are connected with screened action of silica and its transfer, while the biggest changes of crystalline structure - for samples with content of Fe₂O₃ > 40 %, where essential role begin to play the processes of crystallization of iron compounds.

It was shown that by variation of conditions of hydrothermal modification iron-silica gels with various iron content can be obtained that have in advance given values of specific surface area (20-600 m²/g), sorption volume of pores (0,1-1 sm³/g), total volume of pores (0,3-2,5 sm³/g), diameters of pores (30-5000 Å).

The discovered lows allow to choosing conditions of synthesis of iron-silica gels with necessary porosity and phase composition that in considerable degree define possibilities their application in catalytic processes.
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SYNERGIC MIXTURES PROTECTIVE ACTION AS THE FUNCTION OF WATER-SALINE MEDIUM COMPONENTS NATURE AND RATIO OF ITS CONCENTRATIONS AT CORROSION OF STEEL

The relation between the ratio of concentrations of components in binary mixtures of adsorption and passivation effects inhibitors; its influence on the corrosion-electrochemical behavior in aqueous salt mediums (method of isomolar series) was studied. It was shown that this effect has an extremum character, where the most corrosion inhibition of anodic reaction is achieved at synergistic maximum where also achieved almost complete corrosion protection.

Modern industry is characterized by the use of large capacity equipment and technological installations of high corrosivity. These include circulating water systems, lubricating fluids, oil production, refining systems and others. To protect metal from electrochemical corrosion propagation were used combined inhibitors - a mixture of substances that is able to demonstrate an increased efficiency compared with those for individual components. The phenomena of synergism were found at inhibition of metal corrosion in acidic, neutral media and in atmosphere [1-15].

One could assume that the efficiency of the combined compositions at protection of metals against corrosion in neutral aqueous salt mediums depends on the nature of components and their relative concentrations in the aggressive medium.

The purpose of this paper is to investigate the influence of the concentrations ratio of adsorption surfactants components on inorganic passivators and to determine the existence of synergy maxima, which is important matter for effective steel protection in aqueous salt solutions.

Method

Electrochemical and corrosion behavior of steels 08kp and Cr.20 was studied in aqueous salt solution (0.3 g / l NaCl, Na₂SO₄, NaHCO₃) in presence of surfactants of adsorption (mono- and triethanolamine) and passivation (sodium nitrite) actions by isomolar series method.

Potentiostatic polarization measurement were made using a potentiostat П5827М using chlorin-silver standard reference electrode with recalculation of potentials onto standard SHE scale.

Corrosion rate of steel in the background and inhibited solutions were determined by mass metry during 260 hours at room temperature (20°C) and recalculated to the corresponding values of corrosion current density

The surface activity of surfactant was determined by measuring the surface tension of its aqueous solutions at the interface with air (Rehbinder instrument) [16].

Results and Discussion

The steels investigated in aqueous salt solution at absence of inhibitors additives undergo anodic corrosion oxidation in the active region, while reduction of oxygen-depolarizor is limited by slowed down stage diffusion, as it is evidenced by the presence of region of boundary current on the cathodic curves (Fig. 1).

Individual adsorption effect additives - triethanolamine (TEA) and monoethanolamine (MEA) are also able to inhibit the anodic reaction of ionization of steel to some extent. Corrosion potential and metal active dissolution region naturally is shifted into positive direction. At the same time the presence of amines in solution practically does not affect the kinetics of cathodic oxygen reduction. According to mass-metrical measurements amines at low concentrations slightly slow down the corrosion process, such as at triethanolamine concentration of $3 \times 10^{-2}$ mol / l the ratio of corrosion of 08kp steel inhibition is $\gamma = 1.3$. 
Figure 1. Potentiostatic cathodic and anodic (with bar) polarization curves of steel 08\& Steel 20: respectively
1.1 and 2.2 - in tape water model saline solution (0.3 g / l NaCl, NaHCO₃, Na₂SO₄); and steel 08\& in solution with additives (30 mmol / L): 3.3 - triethanolamine, 4.4 - monoethanolamine 5 - sodium nitrite.

Compared to triethanolamine, monoethanolamine at the same molar concentration in the aqueous salt solution creates a stronger influence on electrochemical and corrosion behavior of steel (Fig. 1). This can be attributed to its higher basicity and surface activity. Measurement of surface tension of solutions of certain additives on the interface liquid-air has shown its diminishing at the transition from triethanolamine (pKa = 7.77) to monoethanolamine (pKa = 9.5) (Fig. 2).

Figure 2. The influence of additions of amines on the surface tension of water-salt solution: 1 - triethanolamine 2 - monoethanolamine.
Sodium nitrite at low concentrations can strongly inhibit the anodic reaction of corrosion process and some potential to contribute to transformation of the metal in passive state (Fig. 1). In agreement with this, mass metrical measurements have shown its higher protective property, which, for example, at concentration $3 \times 10^{-2}$ mol/L were equal $\gamma = 45.3$.

Much more effectively works the mixture of amines with nitrite. In its presence corrosion potential is strongly shifted towards positive values, followed by surface passivation in the wide range of potentials and pitting formation potential shifts far from the stationary. Very small also are full passivation current densities, which determine the final rate of corrosion process in a whole (Fig. 3).

![Figure 3](image)

**Figure 3.** Anode potentiostatic curves of 08кп steel in aqueous salt solution in presence of combined compositions with different ratios of components:

1 - TEA (5 mmol/l) + NaNO$_2$ (25 mmol/l) 2 - TEA (20 mmol/l) + NaNO$_2$ (10 mmol/l), 3 - TEA (15 mmol/l) + NaNO$_2$ (15 mmol/l), 4 - TEA (25 mmol/l) + NaNO$_2$ (5 mmol/l), 5 - MEA (15 mmol/l) + NaNO$_2$ (15 mmol/l).

Our studies have shown that influence of mixtures of additives on the parameters of the passivated state of metals in water-salt mediums and also its corrosion inhibition effect depends not only on the nature of components, but also is the function of adsorption and passivation component concentrations ratio. On figure 3 it is seen a significant dependence from the last factor of such electrochemical characteristics of steel as its potential of corrosion, zone of passivation potentials, the full passivation current density and also the pitting forming potential. This parameters determine the protective properties of inhibition mixtures.

For systematic clarification of this issue we have used the method of isomolar series, where we have explored the influence of these characteristics of steel in aqueous salt solution with amine-nitrite mixtures at various molar ratio of components within their constant total molar concentration range (Fig. 4).
Figure. 4. Electrochemical parameters of anodic behavior of steel in aqueous salt solution as a function of components concentrations ratio in mixtures of TEA-NaNO$_2$ at constant total concentration of 30 mmol / l (isomolar series):

1 – pitting forming potential ($E_{pt}$) 2 - corrosion potential ($E_{cor}$) 3 - full passivation current density ($i_{PP}$), 4 – current flow indicator of corrosion rate (and corresponding calculated on base of massmetric measurements)

From the curves presented in Figure 4, we can see that the dependence of the parameters of anodic behavior of steel from the molar ratio of amine-nitrite is extreme in its nature. The largest magnitudes of compositions efficiency is observed at synergic maximums, which are achieved at close values of molar concentration ratios of adsorption and passivation components and meet the conditions of its optimal combined action. Thus there is achieved almost complete protection of metal from corrosion.

**Conclusions**

1. Inhibiting properties of synergetic mixtures of adsorption surfactants with passivating components at corrosion of steel in neutral aqueous salt mediums depend on the nature of the components and on the ratio of their concentrations.

2. Increase of the surface activity of surfactant is accompanied with increase of its efficiency at application, it is observed both as an individual as well as in the synergetic compositions, emphasizing the absorption mechanism of action.

3. Dependence of efficiency of mixtures on the molar concentrations ratio is characterized by occurrence of maximum synergy, there is reached a maximum level of influence of additives on the electrochemical behavior of steel and its corrosion protection. That phenomena should be considered at creating and at using of efficient corrosion inhibitory methods.
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CATHODE REDUCTION OF ALIPHATIC ALDEHYDES ON CADMIUM ELECTRODE FOR REGENERATION OF WASTE MOTOR OILS

The results of studies of aliphatic aldehydes reduction as products of oxidation of motor oils on cadmium cathode in sulfuric acid-water-alcohol medium are presented. With potentiostatic polarization measurements was determined the diffusion mechanism of the cathodic process and conditions of its proceeding. Electrolysis of aldehyde solution at controlled potential threshold current has shown that the cathodic reduction process occurs rapidly with almost quantitative conversion of the starting substance. Chromatographic analysis has revealed the major products of aldehyde electroreduction – the corresponding alcohols and hydrocarbons. There put forward assumptions about the formation mechanism of such chemical compounds as pinacolone and pinacoline.

World volume of lubricants, which are produced on the basis of major mineral oils and, partially, synthetic ones reach 0.8% from the total of crude petroleum application[1]. During application of oils they undergo physical and chemical transformations which are induced by: oxidation of hydrocarbons, the additives decompositions, engine parts wear products accumulation, mechanical impurities and water presence. These changes impair the performance properties of oils and lead to the impossibility of their application.

The main reason for the negative transformation of oils is an effect of oxygen action on the hydrocarbon components at elevated temperatures. Consequently, there form carboxyl compounds, end products of oxidation of which are a carboxylic acids. The last belong to the most dangerous impurities in oils, as they increase the acid number, corrosivity of construction materials, viscosity of the medium, change the thermal conductivity. [2, 3].

However, waste oils is a valuable raw material for recycling. Yield of oil from recycled raw materials is 80%, while from petroleum only 10-15% [2-6].

Therefore, the development and improvement of the waste oils regeneration process is an important scientific and engineering task.

The processes of oxidation of oils

Hydrocarbons that compose the bulk of major oils, are greatly differing in molecular structure (paraffin, napthenic, aromatic and napthenic-aromatic compounds), of which 60-70% are naptheno-paraffin hydrocarbons [7].

Oxidation of oils at its application proceeds by a chain mechanism. The primary products are organic hydroperoxides (C – O – OH), which are formed at addition of oxygen to the C-H bond of hydrocarbon. Later they undergo decomposition into compounds, the first of which are aldehydes, ketones, acids, hydroxy acids, asphaltene acid, and the second – are neutral products - phenols, resins, pyrobitumens, carbenes [7.8].

Hydroperoxide may also undergo oxidation by oxygen at C-H bond to form diatomic hydroperoxide groups at two adjacent carbon atoms which promotes decomposition of substances at the C-C bonds into ketones and acids [8].

\[
\begin{align*}
\text{CH}_3\text{C} = \text{C} - \text{CH}_3 + \text{O}_2 & \rightarrow \text{R-CH}_2\text{C} = \text{C} - \text{CH}_3 \\
\text{R-CH}_2\text{C} = \text{C} - \text{CH}_3 + \text{O}_2 & \rightarrow \text{R-CH}_2\text{C} - \text{C} - \text{CH}_2 \\
\text{H}_2\text{O} & \rightarrow \text{R-CH}_2\text{C} - \text{C} - \text{CH}_2 + \text{H}_2\text{O}
\end{align*}
\]
Oxidation of alkylaromatic hydrocarbons with short chains also proceeds via the stage of hydro peroxides and gives phenols and ketones:

\[
\text{Ar} - \text{C} - \text{H} + \text{O}_2 \rightarrow \text{Ar} - \text{C} - \text{OOH} + \text{O}_2 \rightarrow \text{Ar} - \text{OH} + \text{R}_1 - \text{C} - \text{R}_2
\]

Aldehydes, in turn, can undergo oxidation to carboxylic acids with the same number of carbon atoms and these processes also occur through the stage of formation and decomposition of peroxide compounds - peroxo-acids [9].

\[
-C - \text{H} + \text{O}_2 \rightarrow -C - \text{OOH} + \text{O}_2 \rightarrow -C - \text{OH} + \text{O}
\]

**Electroreduction of carbonyl compounds**

Organic carbonyl substances, which include aldehydes and ketones, can undergo reduction at their solutions electrolysis cathodic process. Carbonyl group in the molecules of these compounds are polar group, due to displacement of valence electrons to the most electronegative oxygen: the atoms gain partial effective charges - positive on carbon and negative at oxygen. The presence of positively polarized carbon atom determines the possibility of its adsorption on the negatively charged cathode surface during electrolysis [10].

For electroreduction of carbonyl compounds were used metals with high hydrogen overvoltage, in this case the electron transfer onto reducing substance in acidic mediums is previously subjected to protonation, which makes the course of electrochemical reactions easier [10, 11]. So on cadmium cathode propionic aldehyde was reduced to propanate, while methylpropylketone and diethylketon to pentane. For reduction of carbonyl compounds to secondary alcohols the most suitable electrode materials were mercury and lead, for the products of hydrodimeryzation like pinakone it was zinc, mercury and lead. Elevation of such values as cathode potential, solution pH, temperature and conducting of electrolysis at high cathode current density leads to the reduction of carbonyl compounds into hydrocarbons while lowering of these values - to alcohols and hydrodimers.

**Purpose of work** - a study the electrochemical reduction of aliphatic aldehydes in sulfuric acid-water-alcohol solution on cadmium electrode and analysis of the formed products by gas-liquid chromatography.

**Experimental**

Research of electroreduction of aliphatic aldehydes was performed for a case of isovaleric aldehyde CH₃CH(CH₃)CH₂CHO, M = 86.13 g/mol, m.p. = -51°C, b.p. = 92.5°C..

Polarization measurements were performed using potentiostat Π-5727 М in potentiostatic mode.

We used termostatic 3x-electrode cell with a porous glass divided partition cathode and anode volumes.

Auxiliary electrode was Pt, potentials of the working electrode (Cd), were measured against comparision chlorine-silver electrode and recalculated onto the standard hydrogen scale. Cathode polarization curves for cadmium were measured after installation of stationary potential. Background solution composition was: 920 cm³ isopropyl alcohol, 19.8 cm³ sulfuric acid, 22.4 cm³ of distilled water.

Preparative electroreduction process for aldehyde was performed by electrolysis at controlled potential which corresponded to limiting current of substance electroreduction.

Products of electrochemical conversion of substances were studied by chromatographic method [12] using gas-liquid chromatograph ЛХМ-8МД.
Results and discussion

Figure 1 shows the potentiostatic polarization curve of cadmium cathodic polarization in the background solution. The curve has one wave of electroreduction, which corresponds to the limiting diffusion current of dissolved oxygen reduction at electrode reaction:

\[ \text{O}_2 + 4\text{H}^+ + 4e = 2\text{H}_2\text{O} \]

The polarization curve for Cd electrode in the solution of aliphatic aldehyde had two waves of reduction and is characterized by two areas corresponding to limiting current of oxygen and organic matter diffusion (Fig. 1).

These our observations are consistent with literature data concerning the possibility of cathodic reduction of carbonyl compounds in dilute acid solutions [12-14]. The equation for the density limit diffusion current for a flat electrode has form [12]:

\[ i = nFce \sqrt{\frac{D}{\pi \cdot \tau}} \]

where \( n \) is number of electrons participating in potential forming reaction stage; \( F \) - Faraday number \( e \) - molar concentration of depolarizer, mol/l, \( D \) - diffusion coefficient of the substance; \( \tau \) - time of electrolysis.

From equation it is seen that the diffusion current density should vary inversely proportional to the electrolysis time square root. We have been used this dependence to control the process of electroreduction of carbonyl compounds.

In Fig. 2 we can see that the curve of threshold current declines at controlled potential of aldehyde electroreduction quite rapidly, it is evidenced by reduction of the diffusion limiting current, which is determined by the fall of aldehyde concentration in solution. In indisturbed solution the process is completed in about 20-25 minutes.
To determine the products of electrochemical reduction of aldehyde reaction solution was transferred into a flask for the distillation with deflegmator. At beginning some 3-4 cm$^3$ of distillate was sampled for chromatographic analysis in view of possible formation of saturated hydrocarbon isopentane, boiling point of which is lower than that of solvent - isopropyl alcohol which at chromatography has to come out before the solvent.

At the subsequent distillation of the reaction mass an azeotrop isopropanol-water was removed. It contains 83% ethanol and 17% water and boils at temperature 81°C. Consequently water is removed together with isopropyl alcohol.

A small residual solution was subjected to chromatographic analysis. For identification of chromatographic peaks were used reference samples of possible products of aldehyde electroreduction in order to determine its retention times under the same conditions.

Chromatogramm of isovaleric aldehyde electroreduction products is shown in Fig. 4.

**Fig. 2. Isovaleric aldehyde reduction in sulfuric acid- water-alcohol solution threshold current density**
The formation of the substances listed in Figure 4, can be explained with the following considerations:

It can be assumed that the chromatographic peak 4 is the product of further transformation of the electrochemically resulted glycol derivative (type pinacone) in pinacolinic rearrangement: This our opinion is consistent with the known ability of pinaconic type substances to rearrange onto pinakone type compounds in acidic mediums [12].

Conclusions

1. Electroreduction of aliphatic aldehydes on Cd-electrode with high overvoltage of hydrogen in acidic media proceeds with a significant rate and leads to the formation of hydrocarbons, alcohols, to thew type pinacone substituted glycols, and to the products of pinacon-pinacolin rearrangement of the last in the medium of sulfuric acid.

2. It is shown that the electrochemical reduction of oxygen-containing compounds into safe and corrosion-inactive substances may be appropriate for the use in the process of used motor oils regeneration.
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MODIFICATION OF POLYETHYLENE MATERIALS BY PROPANETRIOL-1,2,3

Studied influence of propanetriol-1,2,3 at the relaxing behavior of high pressure polyethylene. Addition propanetriol-1,2,3 resulting in displacement processes dipole-segmental relaxation towards higher frequencies.

Achievement of polimeric industry in recent years - the development of new food brands polyethylene, hygienic certification packages for chemical stability and development of various additives in polyethylene materials - deprived most consumers of stereotypes of former days. An important feature of these materials is that they have a whole set of properties (strength, elasticity, wide temperature range, hardness, high electrical insulating properties, inertness to many chemicals and chemical resistance, physiologically harmless, non-toxic), which makes it the products indispensable in everyday life and industry. But along with all the valuable properties of polyethylene has several drawbacks, including the ability to cracking, brittleness during large and long-term loads.

And as to polyethylene materials in process of their prevalence the demand of improvement of a complex of properties and elimination of lacks according to concrete service conditions it puts difficult enough and interesting problems which first of all consist in increase adaptability to manufacture at application of products of polyethylene before researchers is constantly made. Therefore for polyethylene materials special value has increase of indicators of firmness. Therefore introduction in structure of polyethylene of substances of small molecular weight, the functional and structural organisation can lead to effects of plasticization which together with preservation of available properties will improve elasticity, hardness, wear resistance of materials and so on. Therefore propanetriol-1,2,3 is rather actual at updating of polyethylene materials Low density polyethylene (LDPE) - a soft elastic material obtained by polymerization of ethylene in an autoclave or tubular reactor. The main features of the molecular structure of LDPE: highly developed branching and a large polydispersity in molecular weight, which determine the supramolecular structure and physical properties of polyethylene.

In LDPE macromolecules found vinylidene unsaturation (Table 1). The explanation of the origin of the transmission chain of the polymer revealed the main termination reaction of growing macroradicals, i.e. the reaction responsible for the value a number average molecular weight HDPE.

These features of molecular structure of LDPE and now distinguish it from all known synthetic polymers. Let us consider the results of the study of molecular structure and fundamental properties of this polymer.

### Table 1

<table>
<thead>
<tr>
<th>Index</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The total number of CH₃ groups per 1000 carbon atoms</td>
<td>21.6</td>
</tr>
<tr>
<td>The number of end groups CH₃ per 1000 carbon atoms</td>
<td>4.5</td>
</tr>
<tr>
<td>Ethylene offshoot</td>
<td>14.4</td>
</tr>
<tr>
<td>The total number of double bonds per 1000 carbon atoms</td>
<td>0.4-0.6</td>
</tr>
<tr>
<td>Vinyl double bonds (R–CH=CH₂),%</td>
<td>17</td>
</tr>
<tr>
<td>Vinylidene double bonds (Rᵗ⁺C=CH₂),%</td>
<td>71</td>
</tr>
</tbody>
</table>
Trans-vinylene double bonds (R–CH=CH–R’), % 12
Oxygen-containing group, % 10–10−3
The degree of crystallization, % 50–65
Density, g/cm3 0.91–0.93

Experimental part

Polyethylene compositions in the form of films were reception by a moulding method. Propanetriol-1, 2, 3 was added to microfine high-pressure polyethylene LDPE-158 in the ratio of 2% of the total mass, evenly distributed throughout the volume of the polymer. Further samples were melted under pressure, cooled and aged for some time and research at the bridge AC. For detection of dipole relaxation in polyethylene containing 2% propanetriol-1, 2, 3 were carried out dielectric studies in the frequency range 1-100 kHz on a bridge AC P-5083. Were analyzed tangent of dielectric loss angle (tgδ), permittivity (ε’), dielectric loss factor (ε’’), resistivity (ρ) and conductivity (γ). On the basis of data were constructed graphs of dependence of frequency (f) from of the dielectric loss angle (tgδ) (Fig. 1), the frequency from of the dielectric permittivity (ε’) (Fig. 2), the frequency from of dielectric loss factor (ε’’) (Fig. 3), the frequency from of resistivity (ρv) (Fig. 4) and frequency from of electrical (γ) (Fig. 5) for the original model and modified by propanetriol-1, 2, 3 samples of polyethylene.

Figure 1. Dependence tgδ from change the frequency f for the original (1) and modified by propanetriol-1,2,3 (2) samples of polyethylene

For the original and the modified sample at a frequency of 90 kHz observed dipole-group relaxation of polyethylene, which is created largely by polar groups C=O groups and double bonds (vinyl, trans-vinylene, vinylidene). The dipole-segmental relaxation processes for the original sample occur at frequencies of 30, 50 and 70 kHz. In the modified sample is necessary to note a broad line of dipole-segmental relaxation from 15 to 55 kHz, which shows four distinct dipole-segmental relaxation processes at 15, 30, 40 and 55 kHz. This means improving the mobility of not only large segments, but less than the segmental mobility of kinetic units is higher than the group. This is because the molecules of propanetriol-1,2,3 through physical interaction of individual members, placed in the intermolecular space and thus help to increase the flexibility of macromolecules of polyethylene.

Graph of dependence of dielectric constant on frequency for the original and modified samples of polyethylene are shown in Fig. 2:
Figure 2. The dependence of the dielectric constant $\varepsilon'$ from frequency $f$ for the original (1) and modified by propanetriol-1,2,3 (2) samples of polyethylene

Graph of dependence of the coefficient of dielectric loss on frequency for the original and modified polyethylene samples are shown in Fig. 3:

Figure 3. Dependence of dielectric loss from frequency $f$ for the original (1) and modified by propanetriol-1,2,3 (2) samples of polyethylene

The analysis carried dependencies should be noted that adding propanetriol-1,2,3 to polyethylene of high pressure leads to an increase segmental mobility of the modified polymer and on the basis of the received characteristics of the method dielectric definitions can be predict that polyethylene products from obtained modified polymer will have along with initial hardness, reduced brittleness and increased impact strength.

Graph of dependence of resistivity from the frequency shown in fig. 4:
Figure 4. Dependence of resistivity from the frequency $f$ of the original (1) and modified by propanetriol-1,2,3 (2) samples of polyethylene.

Graph of dependence of conductivity from frequency shown in fig. 5:

Figure 5. Dependence of conductivity from frequency $f$ for the original (1) and modified by propanetriol-1,2,3 (2) samples of polyethylene

With the above-quoted graphs follows that the resistivity samples of polyethylene with increasing frequency is reduced, leading to an increase in conductivity, due to the presence of multiple bonds, which form conductive paths in macromolecules of the polymer. Also to be noted that in the modified sample quantity of conductivity less than in original sample, is explained by the fact that due to the formation of uneven distribution of electron density by means of double bonds, molecules of propanetriol-1,2,3 is located near them by blocking conductive paths that are in clear polyethylene.
Conclusions

– Found that the presence of double bonds in macromolecules of polyethylene caused by the presence of ketone, vinyl, trans-vinylene, vinylidene groups leads to uneven distribution of electron density in macromolecules of polyethylene, which creates conditions of physical interaction between propanetriol-1, 2,3 and macromolecules high-pressure polyethylene. Due to the occurrence of physical interactions, the molecule of propanetriol-1,2,3 placed in the intermolecular space of the polymer, some of them interact with groups that have double bonds, reducing the mutual influence of macromolecule polymer chains, some of these groups through chains sewn together, which strengthens the ties macromolecules and reduces the density of packing, creating increased mobility of segments in the polymer macromolecules. This enables you to predict what products based on a modified polymer with maintaining high strength properties, will have less brittleness and high strength at impact.

– The resistivity of the obtained polyethylene compositions with increasing frequency is reduced, leading to an increase in conductivity, due to the presence of multiple bonds, which form conductive paths in macromolecules of the polymer. In the modified sample quantity of conductivity less than in the original sample, is explained by the fact that due to the formation of uneven distribution of electron density by means of double bonds, molecules of propanetriol-1,2,3 is located near them by blocking conductive paths that were in pure polyethylene. That propanetriol-1,2,3 improves dielectric properties of high-pressure polyethylene, and polyethylene can be so widely used as insulator.

– The results of research are the basis for regulating the properties of polyethylene high-pressure by modification by propanetriol-1, 2,3, providing a higher level of technological and technical materials based on high-pressure polyethylene.
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INFLUENCE OF ETHANEDIOL-1,2 ON DIELECTRIC PROPERTIES OF POLYETHYLENE OF HIGH PRESSURE

A study of the structure of polymeric materials based on polyethylene of high pressure. Constructed the dependencies that reflect the change in dielectric properties from frequency alternating electric field. The obtained data indicate the superiority of the modified polyethylene material in comparison with non-modified, which can be applied in various fields of electrical and other industries.

Production of synthetic polymers currently exceeds 100 million tons per year. The main of their volume take of large tonnage production of polyethylene, polystyrene and polyvinyl chloride. Polyethylene of high pressure has a valuable set of properties that make wide use of packaging food, for space technologies. In addition, he serves as a material for coating, which is able to various modifications [1-3].

Thus, the relevance of this work is that the polyethylene, which is the most common and accessible in the application of polymer, easily recyclable and is subject to modifications, you can use its to improve range of physical and mechanical properties such as dielectric, the introduction in the polymer small quantities of various substances before processing or in its process.

The main features of the molecular structure of LDPE is a highly developed branching and a large molecular weight distribution that determine the supramolecular structure and physical properties of polyethylene [4]. These features of molecular structure of LDPE and today different it from all known synthetic polymers derived by polymerization. The total number of branches in LDPE is 23.7 per 1000 C.

LDPE has high dielectric properties, which are caused by the structure of its macromolecules. Their combination with physico-mechanical and chemical properties makes LDPE high dielectric, which is widely used.

For dielectric properties LDPE similar to alcanes of normal structure. But unlike them he has a side branch of the CH₃-groups at the end of branches. About the content of CH₃ groups, unsaturated groups, and oxygen-containing group –C=O,–O–H and others. [4] (the remains of the initiators and groups formed by oxidation) can be seen from these data that are presented in Table 1.

Table 1

<table>
<thead>
<tr>
<th>Groups</th>
<th>Content,%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₃/100 C</td>
<td>1,5 – 2,5</td>
</tr>
<tr>
<td>–C=C–/1000 C</td>
<td>0,3 – 0,5</td>
</tr>
<tr>
<td>Oxygen-containing group, %</td>
<td>10⁻³ – 10⁻⁴</td>
</tr>
</tbody>
</table>

Dielectric loss of LDPE is very low. These losses are caused by the presence of a small number of polar groups and to a lesser extent –CH₃ groups and bonds –C=C–, which have small values of dipole moments. Each type of polar groups that are available in LDPE, contributes to the dielectric losses, what are cumulative.

Despite its chemical simplicity, plastic materials are usually have amorphous-crystalline and characterized developed morphology. Chemical inert LDPE, suggests that the presence ethanediol-1,2 does not prevent crystallization of LDPE in the preparation of samples of the polymer melt. Yes, most likely to localization ethanediol-1,2 will be in or amorphous areas LDPE, or even outside the plastic phase in intercrystalline or space between lamellae. It was necessary to
find out which changes caused by the introduction ethanediol-1,2, influence at the dielectric behavior of samples.

**Experimental part**

For modification polyethylene material injected 2.5% ethanediol-1,2, such as the maximum number of CH₃ groups is contained in the branches of this brand of polyethylene (see Table 1).

Obtained examples of polymeric materials in the form of discs were placed and fixed between two electrodes an alternating current bridge. Further measurements were carried out: Cₓ, tgδ, ρₓ for each sample by changing the frequency of the electric field from 1 to 100 kHz, 5 kHz after starting the measurement in increments of 5 kHz.

Data dielectric permittivity, dielectric loss and conductivity of the pure sample LDPE and modified sample of LDPE by ethanediol-1,2 at different frequency electric field calculated by the formulas 1, 2 and 3, respectively, using Excel 2010.

\[
\varepsilon' = \frac{C}{C_0} \quad (1)
\]

\[
\varepsilon'' = \varepsilon' \cdot \tan \delta \quad (2)
\]

\[
\gamma = \frac{1}{\rho_v} \quad (3)
\]

Based on experimental data obtained on an AC bridge, built tangent of the angle dependence of dielectric loss on frequency alternating electric field for LDPE sample (curve 1) and the sample of LDPE with the addition ethanediol-1,2 (curve 2), which is presented in Figure 1.

![Figure 1. Dependence of dielectric loss tangent of the angle from the frequency of alternating electric field: 1 - LDPE 2 - LDPE with the addition of ethanediol-1,2.](image)

Frequency dependence of factor of dielectric loss for structures LDPE with modified and non-modified polymer layer, recorded at room temperature. In general, these dependences have the
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form, which is typical for nonpolar polymers, i.e. low value $\tan \delta$ in throughout the studied range with some increase in the advancement towards high frequencies.

Maximums (see Fig. 1) at frequencies from 10 to 50 kHz, corresponding to the process of defrosting segmental mobility in the studied films. The frequencies of the maximums at the dependences $\tan \delta$ from $f$ for modified LDPE shifted to the left, side of dipole-segmental losses on frequency scale, relative to the same dependence for unmodified sample. This fact is very significant, because it reinforces the increase in segmental mobility in the surface layers of LDPE modified by ethanediol-1, 2.

Dielectric permittivity LDPE depends on the presence therein polar groups ($-\text{C}=\text{O}, -\text{O}–\text{H}$ et al.). With the advent and increasing in LDPE content the polar groups increasing dependence $\varepsilon'$ on frequency field. The nature of the changes of the dielectric constant with increasing dependence (Fig. 2) at 20 °C also shows the influence of ethanediol-1,2 on supramolecular structure of high pressure polyethylene.

![Figure 2. The dependence of the dielectric constant from frequency alternating electric field:](image)

1 - LDPE 2 - LDPE with the addition of ethanediol-1,2.

The absolute value of $\varepsilon'$ for the modified sample is much lower than that observed for the whole dependence, with increasing frequency. The more polar asymmetric bonds in polymer are cause more shift the electron density, the higher its $\varepsilon'$.

In the obtained polymer samples observed several distinct relaxation processes, which are dielectric active and associated with the mobility of kinetic units. These relaxation processes are apparent in the frequency dependence of dielectric losses measured at constant temperature (Fig. 3). At the decrease of the frequency is gradually activated by different types of molecular motions and the associated dipoles.
Complicated nature spectra of dielectric relaxation of polyethylene explained the presence of branching, which creating a pronounced relaxation processes associated with molecular motion at the point of branching, and presence crosslinks that significantly restrict some types of molecular motions.

Also decrease the value of dielectric losses, which contradicts the theory, which argues that the introduction of polar groups in nonpolar polymers - dielectric losses are increase, and try to reduce them by better cleaning of polymers from of polar impurities.

The dependence of resistivity and conductivity of composite materials based on HDPE frequency electric field is shown in Fig. 4.
From the analysis of induced dependence implies that in the investigated polymer samples based on LDPE and LDPE modified by ethanediol-1,2, with increasing frequency decreases resistivity and thus increasing conductivity. The presence in polyethylene of ethanediol-1,2 leads to a decrease in resistivity at lower frequency electric field. But with the frequency dependence of conductivity at frequencies from 74 kHz to 97 a decrease of conductivity of modified sample of LDPE compared to the unmodified.

Conclusions

Results of investigation of influence of ethanediol-1,2 in the polyethylene material at the change: the tangent of the angle of dielectric losses, permittivity, dielectric loss, resistivity and conductivity, showed that:
- ethanediol-1,2 reduces the mobility of side groups, shifting the maximum $\tan \delta$ dipole-group losses towards lower frequencies, thus increasing the molecular mobility of the segments;
- the absolute value of the dielectric constant for the modified sample significantly below that observed in the whole dependence, with increasing frequency electric field;
- on the frequency dependence is observed decrease the value of dielectric loss for the modified sample of high pressure polyethylene;
- the presence in polyethylene of ethanediol-1,2 leads to a decrease in resistivity at low frequency electric field, but at high frequencies, a decrease of conductivity of modified sample of high pressure polyethylene compared to the unmodified.

Thus, all the results are as physical crosslinks polyethylene material, which is one way of modifying it, and leads to an increase in chemical, mechanical and thermal stability. Ethanediol-1,2, as a modifier, enters the physical interaction of macromolecules of polyethylene, crosslinking and supports a link between long chains due to electron clouds dissimilar charge on the macromolecules and crosslinking agent. Reduction in the dielectric constant, dielectric loss and conductivity (at high frequencies) is due to blocking and interaction of ethanediol-1, 2 with electronegative centers are generated branched structure of the polymer, due to oxidized groups, unsaturated bonds and methyl groups. Increase strength by adding ethanediol-1,2 due to increased mobility of supramolecular structures by passing an electric current oriented, which always promotes polymer.
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SOME ASPECTS OF FUEL CELLS

This work provides literature data to improve solid oxide fuel cells by a direct methane fuel cell and electrode settings of uninterrupted space. The possibility of electrochemical generators SOFC as synthesis gas from natural gas. We describe progress in the creation of new nanomaterials for components SOFC and modern technologies for their manufacture. Briefly described features of the operation and use molten carbonate fuel cells and their accessories and SOFC in cogeneration system (three generation) energy and hybrid circuits.

Earlier, we had made an analytical review work on the fuel elements (FE), made to 2001 [1], the material is briefly described in the publication [2]. The purpose of this paper is to examine some of the later period of work relating mainly of solid oxide (SOFC) and molten carbonate (MCFC) fuel cells and electric power plants (EPP) at their base.

Considerable attention is presently paid to the development of direct methane SOFC [3]. From traditional, they differ in that they have fuel for methane directly, rather than synthesis gas obtained by selective oxidation, steam or gas autotermal conversion. Generation of electricity is a result of the deep oxidation of methane:

at the anode: \( \text{CH}_4 + 4\text{O}^{2-} = \text{CO}_2 + 2\text{H}_2\text{O} + 8\text{e}^- \)
at the cathode: \( 2\text{O}_2 + 8\text{e}^- = 4\text{O}^{2-} \)

Due to the fact that direct methane SOFC off stage conversion of methane to higher efficiency than traditional SOFC, smaller size and simpler construction. The required anode resistant to cocking methane and which has a high electrochemical activity. This led to the replacement of nickel anode material for composite nanopowder involving zirconia and zirconium oxide (LSM).

Only a hundred years after the creation of traditional fuel cell with separated electrode spaces was proposed a simplified version - FC with uninterrupted electrode spaces. It's traditionally consists of two electrodes, but instead of resolving supply oxidant and reducing agent here in the anodic and cathodic spaces is identical in composition to the mixture. Of course it simplifies the design of FC, but makes new demands on the anode and cathode. They should have high catalytic activity towards deep oxidation reaction of fuel, as this will not remain on the electrodes of reagents, and IE stops working. At the same time the anode and cathode must exhibit activity for electrochemical oxidation of fuel and oxidant in the presence of electrochemical reduction of oxidant in the presence of fuel. Otherwise, the electromotive force of the fuel element is missing. This feature is provided by anodes based on Pt i Ni, in which a mixture of methane and air at first converted into synthesis gas, then \( \text{N}_2 \) and CO electrochemically oxidized to \( \text{CO}_2 \) and \( \text{H}_2\text{O} \) by ions \( \text{O}^{2-} \). These ions are formed on the cathode material for them may be Ag, Au i LSM.

It seems development on the application of FC as electrochemical generators conversion of methane to synthesis gas, the cost of a traditional chemical methods of steam conversion of methane is very high. Greater interest is the high catalytic partial oxidation of methane by the reaction that is exothermic:

\( \text{CH}_4 + 0,5 \text{O}_2 = \text{CO} + 2\text{H}_2 \).

Particularly noteworthy study of this process by means of electrochemical reactors in type SOFC:

\( \text{CH}_4, \text{electrode-catalyst} \mid \text{YSZ} \mid \text{air electrode.} \)

In these reactors, unlike conventional reactors for catalytic oxidation, the electrode-catalyst stream is methane, which contains no oxygen. Oxygen entering the reaction zone, generated directly
by passing electric current through SOFC. In this case, the air electrode formed ions \( O^{2-} \) by the reaction:

\[
0.5O_2 + 2e^- = O^{2-},
\]

are transferred through the solid electrolyte (YSZ) to the electrode-catalyst, where they oxidize methane:

\[
CH_4 + O^{2-} = CO + H_2 + 2e^-.
\]

This method of oxidation of methane to synthesis gas opens up new possibilities that can not be realized in the implementation of conventional catalytic reaction path. Thus, the electrochemical oxidation of methane can be obtained not only synthesis gas but also electricity, that the reactor can be operated using the FC. Reduces the likelihood of formation of explosive mixtures of methane and oxygen as the air divided solid electrolyte. Falls off the problem of branch products of the reaction of atmospheric nitrogen.

For the electrochemical oxidation of methane to synthesis gas can be used by water vapor and carbon dioxide, that is to carry out this reaction in reactors such as:

- \( CH_4, \text{electrode-catalyst} | YSZ | \text{electrode, H}_2\text{O} \) or
- \( CH_4, \text{electrode-catalyst} | YSZ | \text{electrode, CO}_2 \).

The success of the implementation of SOFC in many branches of engineering is impossible without improvement of production technologies and related materials. Today all technologies SOFC reduced to multiphasic (layer) structure forming element and followed by heat treatment multiple molded functional layers. This negatively affects the electrochemical characteristics of the element requires large energy consumption and stepwise control of the manufacturing process.

The solution to the problem can be used for the manufacture of SOFC nanodispersed powders, such as electrolyte-dioxide circus stabilized by yttrium oxide (YSZ), lanthanum manganite cathode-strontium (LSM), the anode-nickel cermets (Ni-YSZ) [3].

This opens up a number of significant opportunities. Firstly, the processes of sintering CDs nanopowders, unlike micron, occurring much more intense. It provides a dense ceramic materials in unconventional low temperature range, for example, YSZ - at 1100-1250 ° C. Second, the solid electrolyte, resulting in lower temperature sintering is characterized by submicron structure and has a cleaner grain boundaries, which positively affects both its electrical and mechanical properties. Thirdly, the reduced firing temperature opens the possibility of co sintering multilayer structure without SOFC of products at the interface electrode / electrolyte, which adversely affect the properties of FC. Thus, in the laboratory developed technology manufacturing base tube SOFC-based electrolyte YSZ at once forming electrochemical structure "electrode-electrolyte-electrode" and subsequent sintering On the basis of Nano components SOFC cast polymer-ceramic film thickness of 10-40 micrometers. Multi-piece for magnetic pulse compression rods formed in successive winding patterns of film components SOFC.

Seemed breakthrough invention Madrid University scientists FC, who works at room temperature. They went through the modification of known electrolyte YSZ, nanisshy on the surface layer of strontium titanate (SrTiO₃) 10 nanometers thick and upgrading the design of electrodes. Rozplavkarbonatni FC operating at temperatures of 600 - 750 ° C using an electrolyte Li₂CO₃ - Na₂CO₃ Melt can be in the free state, as a paste or in a matrix of porous ceramics, such as LiAlO₂. Anode material serves as nickel, chromium alloy, the cathode material - litiyovany oxide nickel. Advantages of MCFC are that the high operating temperature improves the kinetics of the reaction, which eliminates the need for noble metal catalyst. High temperature makes the cell less prone to carbon monoxide poisoning, which gives the opportunity to work on different fuels including solid after its internal cycle gasification. MCFC developed for electric power from a few kilowatts to several megawatts, operating on natural gas and coal. In Santa-Claire (USA) has working power plant capacity of 2 MW of electrical efficiency of 50%. However,
if building in an MCFC in energy cogeneration system overall efficiency can be raised to 80 - 90% [8].

Currently pomyslovo developed countries undergo economic research service, quiet and environmentally clean electric power units (EPU) based SOFC and MCFC. The most successful development companies recognized joint Westinghouse (USA) and Siemens (Germany). On the basis of these producers created SOFC typical EEU for common generating heat and power capacity from 20 to 250 kW, operating on natural gas resource of over 20,000 hours, electrical efficiency of over 45% and overall efficiency of 80%. Coming experimental capacities of several megawatts. This cogeneration - the production of two forms of useful energy - electricity and heat - resulting in unprecedented for thermal power generation (35%) efficiency values. Particularly attractive is the so-called hybrid scheme in which vykorystovu.t electricity not only FC but also mikroturbin that utilize waste gas wysokotemperaturne teplo with FC. Low temperature heat can be used for heating, water, etc.. Cogeneration installations of this type of SOFC production company "Siemens Westinghouse" is set in Germany and Italy with 300 kW with overall thermal efficiency of 95%.

However, FC promising not only in the power and home and public services, but also in all kinds of transport, space and military technology, household appliances and more. An indication of the great future of FC was adoption by the European Union a new program of fuel cell technology. The program is designed for 7 years (from 2009 to 2015), its budget is 1 billion.
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DIELECTRIC RESEARCH OF POLYISOPRENE MODIFIED BY CARBAMIDE

Conducted dielectric research of polyisoprene modification by polyacrylamide in the frequency range 1-100 kHz have shown the existence of increase or decrease in molecular mobility groups of atoms and cross-site segments of the mesh polyisoprene through the displacement of existing relaxation processes in the direction of high or low frequencies at various contents of polyacrylamide.

Introduction

Polyisoprene materials are widely used in various industries and in way of life. Herewith in the science of polymers in recent years on one of the first place comes out the problem of creation of new polymer composites. It is materials based on polymers and fillers, organic and inorganic origin - the glass and synthetic fibers, aeros, silica, etc.

Development of scientific basis for obtaining such materials is fundamental important: it allows significantly expand the circle of polymer materials and the diversity of their features is based on the established and issued by industrial polymers. Of course, every time there is a need for a material with a new set of properties that can not be a new way to synthesize new polymers and to develop their production - it is a very complicated way, a long, expensive and not always crowned with success. Physical modification of existing polymers, their combination with substances of different origin, and the other structures - is one of the most promising ways to solve the problem. The other way - getting alloys of polymers similar how obtain alloys of metal. This is a new trend in polymer chemistry. On receipt of polymer alloys is closely tied with the problem - ligation polymers small additions of other polymers (also similar to how it is done in metallurgy). But in all these cases, the processes are very different from the processes that occur in metals.

The range of plastics and synthetic resins will expand through the development of new grades of polymerization oligomers, monomers, copolymers, and other types of compounds.

Maximum usage of polymeric materials will ensure solving of new challenges, improve product quality, increase labor productivity, and significantly increase the economic effect. In the future, the most important task of technological progress is the development of new high-yield technological process, obtaining large-tonnage polymers and on their basis - the creation of new materials by copolymerization, radiation, chemical, structuring modification, ligation, obtaining mixtures and composites. It is necessary to use new types of fibrous inorganic substances - the second major component of the component polymer composites.

In the future, will be widely applied not only to polymer composites, which today we might call traditional, but new ones - such as metal-based (sheeted and profiled metal products covered by polymers, polymer products with a metal frame, metal filled thermoplastics, etc.) Due to the fact that polymeric materials can give a different, often incompatible with the basic materials properties, the proportion of new polymeric materials will be more and more every year.

Up-to-date, the most common were leaf blades (PCB) based on the fabric, impregnated with synthetic resins, and glass - plastics, reinforced or filled with glass fiber. Among all types of plastics are the most massive fiberglass construction materials. They are mainly used in shipbuilding, transportation, construction, electrical, corrosion equipment.

Abroad and in our country has created a huge production, producing different types of materials based on both thermosets and thermoplastic binders. The basis of these productions is the fundamental studies of structure and properties of polymer compositions and processes taking place during the solidification of binder in the formation of polymeric materials. When designing and creating structures of these materials is very significant that virtually no stage of obtaining a
composite material as such: it is always associated with the stage of formation of the finished product.

Advantages in using of modified polymers occur due to the significant increase in physical and mechanical characteristics of the material due to a combination of these properties of heterogeneous materials, decrease of polymers; reduce the cost of the material due to the introduction of non-deficient in its low-cost modifiers, in many cases, the possibility to use the essential technology and as a result this - the lack of significant capital expenditure, the possibility of using recycled polymer raw materials and polymer waste.

According to the information above, it was necessary to determine the effect of different contents of 8% polyacrylamide on to replace of dielectric relaxation. Therefore, the purpose of work is to investigate the high-frequency and low frequency relaxation processes of modified by polyacrylamide polyisoprene elastomers to evaluate the interactions of amino groups of polyacrylamide with negative charges, π-bonds and excess charges of polyisoprene and modifier.

**Materials and methods**

To investigate the influence of polyacrylamide on the properties of cross-linked polyisoprene materials here used natural rubber latex Revulteks and 8% polyacrylamide of factory production. Samples were prepared by thorough homogenization of polyacrylamide in the latex. The content of polyacrylamide was 1,3,4,6%. Polymerization was carried out with mixed compositions 85 ºC.

The investigation were conducted on the bridge AC R-5083 at frequencies of 1-100 kHz.

Were conducted investigations of dielectric losses and permittivity modified by polyisoprene materials.

**The results of experimental studies**

Earlier studies were carried out temperature dependence of tgδ on the effect of low molecular weight additives on the reaction behavior of the 8% polyacrylamide. The presence of the displacement of the relaxation of segments of macromolecules in the direction of higher temperatures, the dipole-group process - in the direction of lower temperatures - at the same time limiting the mobility of the segments due to the change in the total cross-site chain packing of the macromolecules, which facilitates the mobility of the groups. Of interest are the results to identify the dielectric losses of various concentrations of polyacrylamide in water. If the 9%-th aqueous solution of polyacrylamide in the temperature scale shows the main relaxation process at low temperatures, for a 19% polyacrylamide On this process even more mixed in the direction of low temperatures and a maximum of tgδ is much greater in magnitude, then the process of dry polyacrylamide relaxation appears at high temperature is very low intensity [1]. This shows that there is a dense packing of polyacrylamide between the macromolecular chains due to the interactions of groups – CONH₂ neighboring macromolecules, ie, there are no degrees of freedom of the kinetic relaxation oscillators, whereas in solutions of polyacrylamide create a free mobility of the macromolecular chains and their orientation when an electric field. In solutions of polyacrylamide water disrupts the interaction-creates the conditions of the relaxation behavior.

The peculiarity of the investigated mixed systems polyisoprene - polyacrylamide is that polyisoprene has negative p-bonds, which retard the electron density (electron cloud) and create super-charges (δ-) with the simultaneous formation of excess charges (δ+) groups of atoms monomer link, and amide groups polyacrylamide carbonyl pulls electron clouds are also forms heavy duty and excess charges. It should be noted that even in the presence of vulcanized polyisoprene π- bonds is reduced by 3-5%.

Since physical interactions are formed, -NH2(δ+) with π-bond of one macromolecule polyisoprene, and the other macromolecule interacts polyisoprene π-bond with a positive molecular link polyacrylamide (δ-), this leads to the fact that the macromolecule polyacrylamide whole or in part is located between the polyisoprene macromolecules, so the fact that the macromolecules of polyacrylamide are in the intermolecular space of polyisoprene with placing them on chain length.
of the macromolecules, the conditions for increasing the flexibility of macromolecules polyisoprene, which leads to an increase in the mobility of groups and segments of the polymer network.

The nature of physical interactions can be represented as follows:

I. The interaction of the excess charge of nitrogen of the amide group with ties polyisoprene.

II. The interaction of the excess charge carbonyl amide group of polyacrylamide with excess charge of the CH₃ groups of polyisoprene.

III. Interaction with macromolecules of polyacrylamide polyisoprene. Two of the macromolecule polyacrylamide takes a physical interaction with two molecules of polyisoprene.

Picture 1 shows the frequency dependence of dielectric loss for the output elastomer.
As can be seen, six relaxation processes are manifested - with 85 kHz dipole-group, small quantities at 70 kHz groups of atoms larger in size compared to the first process. The relaxation process which manifests itself in the field of 55 kHz is the mean between the segments of the relaxation oscillator circuit and cross-site dipole-group relaxation processes. In areas 40, 27, and 10 kHz, the relaxing segments of the polymer network.

For the modified polyisoprene material containing 1.0% polyacrylamide (Picture 1 - Curve 2, Picture 2). Relaxation processes are shifted to higher frequencies, i.e., increased molecular mobility of relaxing kinetic units due to increased free volume between molecules of polyisoprene and availability between physically interacting macromolecules of polyacrylamide, which formed a more flexible polyisoprene macromolecules.

Effect of polyacrylamide on the manifestations of change in the reclamation process is not only the content of polyacrylamide 1%, and 3.4%, and 6 illustrate in Picture 2.
relaxation of the segments of the net at 10 kHz (0% modifier) is shown in the modified polyisoprene when the content of 6% polyacrylamide with a shift to higher frequencies to 20 kHz, which indicates an increase in molecular mobility.

A general analysis of the change in manifestation of relaxation processes indicates that most of their shift is toward higher frequencies, which indicates an increase in molecular mobility of network segments and dipole-group relaxation process of the complex nature of changes in mobility relaxators mean values (2 and 3 of the relaxation process.)

Thus, the presented results of research are the basis for selection of modified polyacrylamide polyisoprene materials with the desired molecular mobility.

Conducted research of changes in the dielectric permeability of polyisoprene material containing polyacrylamide showed that the graphical dependence of $\varepsilon' = \varphi (c)$ describes the nonlinear dependence.

![Picture 3. Dependence of the permittivity of the content of polyacrylamide in the polyisoprene](image)

When the content of 1.0% polyacrylamide there is a extreme, and when the content of 4.0% -a deep minimum. High energy condition of the modified polyisoprene containing 1,0% polyacrilamide suggest the existence of a simultaneous increase in the strength of the modified polyisoprene and its linear elongation. Modified elastomer containing 4.0% polyacrylamide, i.e. the smallest value of $\varepsilon$, has the lowest polarization and, therefore, high electrical insulating properties.

**Conclusions**

1. Investigated the effect of polyacrylamide on the relaxation of polyisoprene.
   Established that polyacrylamide mostly leads to a shift of the relaxation to higher frequencies.
2. Found that polyacrylamide implemented in the intermolecular space of polyisoprene and the same way to create space between the macromolecules, and this leads to an increase in their flexibility and the conditions of the relationship of there groups with $\pi$-bonds of polyisoprene, with the possible partial increase in stiffness.
3. Conducted research of the dielectric constant is established that when the content of 4,0% polyacrylamide in the polyisoprene have the deep minimum $\varepsilon'$. This indicates that such a modified polyisoprene has the best insulating properties.
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STUDY OF SOME ADDITIVES ON PROCESS AROMATIC ACIDS CURING COMPOSITIONS BASED ON EPOXY RESIN ED-20

A study of the influence of supplements of some aromatic acids, the nature of solvent and temperature on the process of hardening of compositions based on epoxy resin ED - 20. The result is high quality polymer coating with a lower content of unbound epoxy groups and higher contents of gel fractions. Constructed according to the content of epoxy groups of unrelated temperature and gel fractions content in coatings on temperature. Experimental data indicate that the use of p-aminobenzoic acid as a catalyst for the hardening, acetonitrile as solvent, and raising the temperature to 80 °C promotes the formation of crosslinked good spatial grid.

Due to the high chemical resistance of coatings and the ability to combine with many famous film forming substances epoxy oligomers today have a wide application in various industries [1].

The general lack diane epoxy resins in applying them as a basis for binding materials is their high viscosity, which strongly affects the manufacturability of epoxy binders. Also important drawback is their slow polymerization, which inhibits the production process. Therefore an important task is to develop compositions which are used as solvents in active compounds taking part in the formation of the spatial mesh and investigation of new catalytic additives that accelerate the processes of hardening [2,3].

Dominant position in the industry are epoxy resin based on 4,4- 'dyhidroksydyfenilpropan (Diana epoxy resin), which form after hardening polymers spatial structure [4]:

\[
\begin{align*}
\text{H}_2\text{C} & \quad \text{C} \quad \text{C} \quad \text{O} \quad \text{R} \quad \text{O} \quad \text{C} \quad \text{C} \quad \text{C} \\
\text{O} & \quad \text{R} \quad \text{O} \quad \text{C} \quad \text{C} \quad \text{C} \\
\text{OH} & \quad \text{O} \quad \text{R} \quad \text{O} \quad \text{C} \quad \text{C} \quad \text{C} \quad \text{CH}_2 \\
\end{align*}
\]

where R:

\[
\begin{align*}
\text{CH}_3 & \quad \text{C} \quad \text{CH}_3 \\
\text{CH}_3 & \quad \text{C} \quad \text{CH}_3 \\
\end{align*}
\]

n – depending on the conditions of the process varies from 0 to 200.

Epoxy oligomers – reactive compounds that go into infusible and insoluble state only under retouching chalks. In some cases, during hardening involved than epoxy, and other functional groups such as hydroxyl [4].

The process of hardening epoxy compositions control the quantitative determination of unbound epoxy groups and the content of the gel – sol – fraction in the obtained coatings.

**Experimental**

The number of unbound epoxy groups in the original epoxy resins are:

\[
X = 0.0043 \cdot (14.3 - 0.4) \cdot 100 \cdot \frac{0.1}{0.2220 \cdot 0.143} = 18.8 \%
\]

Defining the content of epoxy groups in epoxy resins investigated, we can conclude that this corresponds to GOST 10587-84 resin and is suitable for making polymer compositions. For experiments were prepared composition of the next.
The composition of paint compositions based on epoxy resins

<table>
<thead>
<tr>
<th>№ composition</th>
<th>Components</th>
<th>Quantity, g</th>
<th>% component</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>pitch ED-20</td>
<td>10,050</td>
<td>71.3</td>
</tr>
<tr>
<td></td>
<td>o-phenylenediamine</td>
<td>0.760</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>aeros A-300</td>
<td>0.153</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>acetonitrile</td>
<td>4 мл (3,131 г)</td>
<td>22.2</td>
</tr>
<tr>
<td>2</td>
<td>pitch ED-20</td>
<td>10,050</td>
<td>70.6</td>
</tr>
<tr>
<td></td>
<td>o-phenylenediamine</td>
<td>0.760</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>aeros A-300</td>
<td>0.153</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>salicylic acid</td>
<td>0.149</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>acetonitrile</td>
<td>4 мл (3,131 г)</td>
<td>22</td>
</tr>
<tr>
<td>3</td>
<td>pitch ED-20</td>
<td>5.0</td>
<td>62.3</td>
</tr>
<tr>
<td></td>
<td>o-phenylenediamine</td>
<td>0.383</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>aeros A-300</td>
<td>0.150</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>salicylic acid</td>
<td>0.120</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>ethanol</td>
<td>3 мл (2.37 г)</td>
<td>29.5</td>
</tr>
<tr>
<td>4</td>
<td>pitch ED-20</td>
<td>100</td>
<td>74.6</td>
</tr>
<tr>
<td></td>
<td>o-phenylenediamine</td>
<td>7.6</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>aeros A-300</td>
<td>1.5</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>p-aminobenzoic acid</td>
<td>1.4</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>acetonitrile</td>
<td>30 мл (23,484 г)</td>
<td>17.5</td>
</tr>
</tbody>
</table>

Continuation of the table 1

The study tracks the degree of hardening of the contents of unbound epoxy groups

After hardening of compositions analyzed the obtained coatings quantitative determination of unbound epoxy groups.

Based on studies of the compositions 1, 2 built graph of content unrelated groups X on the temperature T:

![Fig. 1. Kinetic curve of the process of curing polymeric compositions based on epoxy pitch ED – 20. Solvent acetonitrile: 1 – a composition without the addition of salicylic acid; 2 – track 2 with the addition of salicylic acid (1.0%)](image)

Based on the results of the experiment can be argued that salicylic acid is an effective catalyst for hardening compositions, since its use greatly reduces the number of unbound epoxy groups (curve 2).
With increasing temperature the process is more efficient. But without the addition of the catalyst process is inefficient because there are still many unrelated groups.

Based on studies of composition 3 constructed a graph of content unrelated groups $X$ on the temperature $T$ (Fig. 2).

Based on the experimental results show that ethanol affects the process of hardening compositions decreases as the number of unbound epoxy groups.

With increasing temperature the content of epoxy groups decreases from 19% to 18% (curve 1) and from 14% to 6% (curve 2), indicating a positive influence and its catalytic effect of salicylic acid.

**Fig. 2.** Kinetic curve of the process of curing polymer composition 3, based on epoxy resin ED – 20. Solvent ethanol: 1 – composition without the addition of salicylic acid; 2 – composition with the addition of salicylic acid

Based on studies of the compositions 1, 2 and 3 constructed a graph of groups of unrelated content $X$ of temperature $T$ for compositions with different solvents:

**Fig. 3.** The kinetic curve comparison process hardening of polymer composition: 1 – track 2. Solvent acetonitrile; 2 – Composition 3. Solvent ethanol

In tracing a number of epoxy groups varies from 8% to 4%, and curve 2 - varies from 14% to 6%. Hence we can conclude that the use of solvent composition in acetonitrile is smaller than the number of unbound epoxy groups, ie, its environment is better than curing in ethanol.
After hardening of composition 4 in the composition of which was added as catalytic additives sulfanilic acid remained adhesiveness of the surface layer, so it can be concluded that this acid can not be used as a catalyst for hardening epoxy compositions. In this case, further calculations were not carried out.

Based on studies of composition 5 constructed a graph of content unrelated groups X on the temperature T (fig. 4).

Based on the results, you can talk about the influence of para-aminobenzoic acid on hardening of the composition. With increasing temperature from 40 °C to 80 °C the number of unbound epoxy groups decreased from 13.6% to 5.4%, indicating the catalytic effect of para-aminobenzoic acid and the positive effect of temperature.

![Fig. 4. Kinetic curve of the process of hardening of the polymer composition 4 with the addition of p-aminobenzoic acid. solvent acetonitrile](image)

**Investigation of sol-gel content in the compositions of fractions 1, 2, 3, 5.**

Based on studies of coatings can be concluded that with increasing temperature decreases the percentage of sol-fractions and increased the percentage of gel fractions, indicating the significant effect of temperature on the efficiency of hardening of the composition.

Based on the data for the study of compositions constructed graph of the content of gel fraction on the temperature:

![Fig. 5. Dependence of gel content in fractions of coatings obtained by hardening epoxy compositions on temperature:](image)

1 – catalyst composition of salicylic acid, solvent acetonitrile;
2 – catalyst composition of salicylic acid, solvent ethanol; 3 – composition of the catalyst p-aminobenzoic acid, solvent acetonitrile
As seen from the data, p-aminobenzoic acid promotes the formation of a high quality mesh structure of the polymer because of its surfaces formed using the highest content of gel fraction.

When comparing the coatings obtained from compositions based on solvent acetonitrile (curve 1) of the coatings obtained from compositions, comprising a solvent ethanol (curve 2), among the last produced more gel fractions. This is possible because in ethanol gel structure is formed with the participation of not only the epoxy group and hydroxyl group and carbon chain.

**Conclusions**

This work was the influence on the process of hardening epoxy resin compositions based on ED - 20 of some aromatic acids, the nature of solvent and temperature.

Hardening process studied by the content of residual epoxy groups by titration and determination of sol-gel fractions in the studied samples.

The process of hardening of compositions based on epoxy dian resin ED - 20 were carried out at temperatures of 40 °C to 80 °C in the presence of catalytic additives, salicylic acid and p-aminobenzoic acid, and among such solvents as ethanol and acetonitril.

It was found that the least amount of unbound epoxy groups in the epoxy composition containing hardening at 80 °C.

The process is most effective hardening occurs in the presence of p-aminobenzoic acid, the least efficient in the presence of sulfanilic acid. Intermediate place is salicylic acid.

In the environment of ethanol produced more gel fractions than in acetonitrile medium. It is believed that the use of ethanol produced different spatial structure involving not only epoxy groups, and hydroxyl groups. However, the use of acetonitrile as solvent, affects more effectively reduce the number of unbound epoxy groups in the composition based on epoxy resin as compared to ethanol.

So based on what was said above we can conclude that the use of p-aminobenzoic acid as a catalyst for the hardening, acetonitrile as solvent and increasing the temperature to 80 °C promotes the formation of crosslinked good spatial grid.
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BIOFUEL-PETROLEUM FUEL BLENDS RESEARCH

A research of performance properties of the fuel mixture of methyl estere of rape oil (MERO) with mineral diesel fuel in different percentages have been conducted and presented. It was determined that the optimal performance characteristic of the fuel mixture is near 30%. On the basis of the experimental data can be offered a state standard mixture consisting of 30% vol. MERO and 70% vol. off petroleum diesel fuel.

We have studied the blends properties of petroleum derived diesel fuel and most popular kind of introduced into practice biofuel – “biodiesel”. Biodiesel is an environmentally friendly type of biofuels; it is produced from vegetable oil or animal fat and used to replace petroleum diesel fuel. From a chemical point of view it is a mixture of methyl and / or ethyl esters of long chained fatty acids (saturated and unsaturated).

Biodiesel appears as yellow, moderately viscous liquid, it almost does not mix with water, has a high boiling point and low pressure of saturated vapors. Made of uncontaminated raw materials biodiesel is nontoxic. It has relatively high flash temperature of 150 °C, which makes this fuel relatively fire safe.

Biodiesel is characterized by such parameters as viscosity, density, cetane number, cloud point and pour point, flash point, ash content, sulfur content, acid number.

Our studies have been conducted in order to determine some performance properties of the fuel mixture of biofuel (methyl esters of rape oil, MERO) with mineral diesel fuel in different percentages. It was determined that the optimal performance characteristic has the fuel mixture B30. So, on the basis of the experimental data it can be offered a state standard mixture consisting of 30% vol. MERO and 70% vol. of petroleum diesel fuel.

Preparation of fuel mixture of diesel mineral fuel with a biodiesel was conducted in the laboratory by gradual addition of petroleum diesel fuel to a definite volume of biodiesel (methyl esters of rape oil MERO) and subsequent shaking during 1 – 2 min. The volumes of fuel were measured with a burette. As a result of mixing there were prepared fuel mixtures B0, B10, B30, B50, B70, B90, B100. Results are presented in table 1.

Table 1
Preparation of fuel mixtures of biodiesel MERO with an petroleum diesel fuel (DF)

<table>
<thead>
<tr>
<th>Biodiesel, %</th>
<th>DF, %</th>
<th>0</th>
<th>10</th>
<th>30</th>
<th>50</th>
<th>70</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>B0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>90</td>
<td>-</td>
<td>B10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>70</td>
<td>-</td>
<td>-</td>
<td>B30</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>50</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>B50</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>B70</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>B90</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>B100</td>
<td>-</td>
</tr>
</tbody>
</table>

Viscosity study of fuel mixtures B0 -B100

Measuring of viscosity of the prepared fuel mixtures was executed on viscosimeter Ostwald with the diameter of capillary tube 0,62 mm. The recalculation of the time of effluence of fuel
through a capillary on viscosity was carried out on a formula, according to the passport of viscosimeter:

\[ \nu = \frac{g}{980.7} \cdot \tau. \]

\( \nu \) – Kinematics viscosity, sSt;
\( \tau \) – time of effluence, s;
\( g \) – acceleration, m/s\(^2\).

Experimental data of recalculation the \( \tau \) onto viscosity are given in tabl.2.

**Table 2**

<table>
<thead>
<tr>
<th>Content of methyl ester in blend with mineral DF, %</th>
<th>Viscosity m,sSt</th>
<th>Time of effluence of fuel ( \tau ), min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3,7</td>
<td>6,19</td>
</tr>
<tr>
<td>10</td>
<td>3,8</td>
<td>6,3</td>
</tr>
<tr>
<td>30</td>
<td>4,5</td>
<td>7,43</td>
</tr>
<tr>
<td>50</td>
<td>5,4</td>
<td>9,04</td>
</tr>
<tr>
<td>70</td>
<td>6,8</td>
<td>11,37</td>
</tr>
<tr>
<td>90</td>
<td>8,5</td>
<td>14,1</td>
</tr>
<tr>
<td>100</td>
<td>9,3</td>
<td>15,56</td>
</tr>
</tbody>
</table>

The curve of dependence of viscosity of MERO content is shown on fig.1. Linearity was observed starting from B30. Viscosity obviously grows with the increase of content of biodiesel fuel. Until addition of biodizela up to 10 %, a substantial influence on the change of viscosity was not observed.

**Study of density of mixtures B0, B0, B30, B50, B70, B90, B100**

Measuring of density was carried out by an areometric method (oil densimetr). The results of experiment are presented in tabl.3.
Table 3
Dependence of density of mixture of mineral DF with MERO from content of methyl ester for temperatures 20.5 °C

<table>
<thead>
<tr>
<th>Content of methyl esters in mineral DF</th>
<th>Density ρ, g/cm³</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.825</td>
</tr>
<tr>
<td>10</td>
<td>0.830</td>
</tr>
<tr>
<td>30</td>
<td>0.842</td>
</tr>
<tr>
<td>50</td>
<td>0.855</td>
</tr>
<tr>
<td>70</td>
<td>0.867</td>
</tr>
<tr>
<td>90</td>
<td>0.878</td>
</tr>
<tr>
<td>100</td>
<td>0.886</td>
</tr>
</tbody>
</table>

Fig. 2 Dependence of density of mixture of mineral DF with MERO from content of methyl ester for temperatures 20.5°С

On Fig. 2 is shown dependence of density on content MERO in a mineral diesel fuel. It is linear dependence. Density is an important index in fuel application. According density measurement (in relation to fuel mixtures) it is possible to define the percentage of biodiesel fuel in a mineral diesel fuel as by an express-method.

**Determination and study of cetane number for fuel mixtures BV0-B100**

In the given work the cetane number of fuel was determined by an empiric method. There is dependence between density and viscosity of petroleum product and cetane number. This dependence is presented by equation:

\[
\text{MU} = \frac{(v_{20} + 17.8) \cdot 1.5879}{\rho_2^{20}}
\]

\[\rho_2^{20}\] - relative density of fuel at 20°С, that is determined experimentally;

\[v\] - kinematics viscosity of diesel fuel at 20°С, definite experimentally by means viscosimeter.
The calculated values of cetane number are presented in tabl. 4. It is seen that by addition of biodiesel fuel MERO it is possible substantially promote the cetane number of a blend.

<table>
<thead>
<tr>
<th>Content of methyl esters in mineral DF</th>
<th>Density $\rho$, g/cm$^3$</th>
<th>Viscosity $\mu$, cSt</th>
<th>CN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.825</td>
<td>3.7</td>
<td>41.38</td>
</tr>
<tr>
<td>10</td>
<td>0.830</td>
<td>3.8</td>
<td>41.32</td>
</tr>
<tr>
<td>30</td>
<td>0.842</td>
<td>4.5</td>
<td>42.05</td>
</tr>
<tr>
<td>50</td>
<td>0.855</td>
<td>5.4</td>
<td>43.08</td>
</tr>
<tr>
<td>70</td>
<td>0.867</td>
<td>6.8</td>
<td>45.05</td>
</tr>
<tr>
<td>90</td>
<td>0.878</td>
<td>8.5</td>
<td>47.56</td>
</tr>
<tr>
<td>100</td>
<td>0.886</td>
<td>9.3</td>
<td>48.56</td>
</tr>
</tbody>
</table>

Fig. 3 Growth of cetane number depending on the increase of content of biodiesel in a fuel mixture.

From the curves position it is seen, that biodiesel addition in a quantity 10 % does not affect cetane number. The rise of cetane number is observed in mixtures with greater content of biodiesel.

Research of temperature of freezing (pour point) of fuel mixtures

<table>
<thead>
<tr>
<th>Content of methyl ester in mineral DF %</th>
<th>Temperature of freezing (pour point) oC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-15</td>
</tr>
<tr>
<td>10</td>
<td>-13</td>
</tr>
<tr>
<td>30</td>
<td>-15</td>
</tr>
<tr>
<td>50</td>
<td>-15</td>
</tr>
<tr>
<td>70</td>
<td>-10</td>
</tr>
<tr>
<td>90</td>
<td>-8</td>
</tr>
<tr>
<td>100</td>
<td>-8</td>
</tr>
</tbody>
</table>
Conclusions

As a result of our studies, were determined characteristic changes in parameters such as viscosity, density, cetane number and the freezing point of fuel mixtures B0, B10, B30, B50, B70, B90, B100.

Addition of MERO increases viscosity characteristics of diesel fuels; but up to 10% does not affect the viscosity. Linearity of this parameter is observed starting from 30%.

Dependence of density of the fuel mixture on the MERO content in diesel fuels blends is described by linear equations. The density is growing in the range B0 - B100 biodiesel additive. With increasing of MERO content cetane number of fuel blends also grows.

Biodiesel additive up to 10% MERO does not effect the cetane number – its increase observed for mixtures B12 - B100. Pour point increases with MERO content grows in blends while the pour point B90-B100 remains in the same range.
INVESTIGATION OF THE MECHANISM OF HETEROGENEOUS-CATALYTIC OXIDATION OF 1,1,1- AND 1,1,2-TRICHLOROETHANE BY MASS-SPECTROMETRY

Formation of intermediate products of interaction of 1,1,1- and 1,1,2-trichloroethane with the surface of chromium (III) oxide in the process of oxidation was investigated. Found, that on the surface of chromium oxide proceeds a sequential destruction of molecules with the break of C-C bond and formation of two dissimilar parts that form later at raising temperature formiates and carboxylate compounds attached to the surface with different force.

Industry of organochlorine compounds was continuously developed over the past 40 years. Increasing capacity of organochlorines production, expanding the scale of their use, resistance of these compounds to biodecomposition have become the factors of its accumulation in the environment [1-2]. Enterprises of organochlorines synthesis produce annually about 1.5 million tons of high toxicity waste [2]. Today these productions waste are incinerated. This leads not only to the loss of raw materials, but also to compounds containing chlorine pollutions, dangerous to human health. Thus, there is an urgent requirement for an economically justified utilization and disposal of hazardous organochlorine wastes. Now to solve these problems, one of the best way can become a research of catalytic processes of such waste disposal.

Today, the only obstacle to the introduction of catalytic methods for disposal of containing chlorine waste is the lack of sustainable active catalysts. Catalysts based on noble metals [3] show higher activity in reactions of chlorine containing compounds deep oxidation as compared with oxide catalysts. However, their disadvantages are high cost and short time of active work because of rapid deactivation. The advantage of oxide catalysts compared to catalysts based on noble metals is their higher stability and lower cost.

One of wastes at organochlorine production is trichloroethane. Therefore, we have investigated the formation of intermediate products of interaction of 1,1,1- and 1,1,2-trichloroethane on one of the oxide catalysts for oxidation of these compounds – on chromium (III) oxide.

The study of interaction of 1,1,1- and 1,1,2-trichloroethane with the surface of chromium oxide was carried out by programmed thermodesorption with the mass spectrometric analysis of products.

Experiments were performed on the experimental setup, the schematic diagram of which is shown in Figure 1. Installation consists of three main blocks:

1) absorption unit, at which is preparing the sample for adsorption of chloroalkane and its following adsorption.

This unit includes a vacuum system and diffusion pumps
1 – for vacuum pump, 2 – sensor of vacuum, 13 – trap with liquid nitrogen, 2, 6 – vacuum sensors, 3, 4 – electric valve, 5 – for balloon, 7, 8, 9, 12, 16, 17, 18, 19, 23, 24 – valves, 10 – analyzer; 11 – funnel for supplying of liquid nitrogen, 14 – diffusion pump, 15 – oven of diffusion pump, 20, 21 – cuvette, 25 – three-way valve, 26 – mercury manometer;

2) block for programmed heating of the catalyst sample, which includes the oven 22 and the device for linear temperature elevation speed programming;

3) analyzer unit, which includes analyzer mass spectrometer 10 and the computer unit which records the data.
Sample of catalyst Cr₂O₃ was placed in the cuvette 20, from which with a vacuum pump was pumped out the air through the open solenoid valve 3 and via the open valves, 8, 7 and 18. To achieve the high vacuum (10⁻⁵ mm Hg) in the cuvette 20 were used diffusion pump 13 at a closed valve 8 and opened valves 12, 9, 7 and 18.

Before the adsorption of chloroalkane, the Cr₂O₃ catalyst sample was specially prepared by cleaning of its surface from substances sorbed from the atmosphere. For this purpose the model catalyst were heated in pure oxygen at 600 °C, followed by evacuation at pressure of 10⁻⁵ mm Hg.

The sample surface was considered clean, when from it were not desorbed any substance and therefore in the mass spectrum were absent any signals corresponding to the masses of the substances (except oxygen). Then the temperature of the sample was reduced to the temperature of adsorption and were made 1,1,1-trichloroethane or 1,1,2-trichloroethane injection into cuvette 20, following the keeping of the sample in theirs atmosphere for 30 minutes.

At this time there occurred interaction between 1,1,1-trichloroethane or 1,1,2-trichloroethane with the surface of Cr₂O₃ with a formation of intermediate compounds which at a temperature of adsorption are not desorbed from the surface.

In the cuvette 21 was placed 1,1,2-trichloroethane adsorbate (or 1,1,1-trichloroethane) for its further adsorption on the catalyst. To remove air from the adsorbate it was frozen with liquid nitrogen and the mercury manometer 26 it air was evacuated through the opened valves 24, 7, 8, 3 (while valves 9 and 23 were closed). After chloroalkane thawing in cuvette 21, the vapors of adsorbate via the dosing valve 16 were injected into the cuvette 20, where the catalyst was held. The quantity of chloroalkane was controlled by the mercury manometer 26 (with the valves 7, 8, 9, 23 closed) and valve 24 - open. A vapor of adsorbate in contact with Cr₂O₃ was kept for 30 min at a given temperature of adsorption, and then at the same temperature the cuvette was evacuated to remove gas phase of the adsorbate. After some time, when were reached vacuum 10⁻⁵ mm Hg in the
cuvette 20, there was recorded the mass spectra of the products that were eliminated from the cuvette 20 and in case of their absence a rise in temperature of the sample was began by means of the oven 22 at a linear speed of 5 ºC /min. (control was carried out by recording the temperature vis. time with the the potentiometer.) from 30 ºC to 500 ºC. The products of thermodesorption via the open valves 18, 23 were injected into the analyzer of mass spectrometer while the valves 24, 17, 16, 9, 8, 7 were closed. Mass spectrum in the mass range from 4 to 150 was recorded in one second time and numerical values obtained were memorized in the computer. After reaching temperature of 600 ºC the experiment was complet and termodesorption spectra for the same sample weights in dependance on temperature were built. Results are shown in Figure 2, 3.

![Figure 2](image1.png)

Figure 2. Thermal desorption spectra of 1,1,1-trichloroethane (a) and 1,1,2-trichloroethane (b) from the surface of chromium oxide at a temperature 120 ºC: 1 – water (m / z = 17 and 18), 2 – CO (m / z = 28), 3 – formiate compound (m / z = 29, intermediate), 4 – CO2 (m / z = 44), 5 – carboxylate structure (m / z = 45, intermediate)

![Figure 3](image2.png)

Figure 3. Thermal desorption spectra of 1,1,1-trichloroethane (a) and 1,1,2-trichloroethane (b) from the surface of chromium oxide at temperature of 150 ºC: 1 – water (m / z = 17 and 18), 2 – CO (m / z = 28), 3 – formiate compound (m / z = 29, intermediate), 4 – CO2 (m / z = 44), 5 – carboxylate structure (m / z = 45, intermediate)
It is seen that from the catalyst surface are desorbed intermediate compounds with masses 17, 18, 28, 29, 44 and 45. These masses can be attributed to the following products: 1 – water (17, 18), 2 – CO (28), 3 – formiate compound (29), 4 – CO₂ (44), 5 – carboxylate structure (45). These masses peaks have several shoulders in the spectrum of thermodesorption. It can be explained by the fact that, probably on the surface of chromium oxide occurs asequential destruction of molecules with the break of C-C bond and of two dissimilar parts (Figure 4) formation, which later form in the process of raising of temperature formiate and carboxylate compounds with different strength of attachment to the surface.

![Figure 4. Possible intermediate compounds on the oxidation catalyst Cr₂O₃ surface, at destruction of 1,1,1-trichloroethane (a) and 1,1,2-trichloroethane (b)](image-url)

It is seen that those spectra are slightly displaced according the temperature due to the destruction of some surface compounds and theirs transition into anothers.

**Conclusions**

The studies have indicated on phasic nature of the oxidation of 1,1,1-trichloroethane and 1,1,2-trichloroethane on the catalyst surface including a rupture of the C-C bond and subsequent transformation through formiate, carboxylate compounds.
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In this paper is studied the use of clay mineral - loess, as a sorbent in adsorption process of demetallization of oil and petroleum products. Sorption of vanadium was carried out on model hydrocarbon systems with a clay mineral - loess. In experimental studies were found that the loess has a high adsorption efficiency for the removal of vanadium from hydrocarbon systems. The experimental data can be used in further studies, using it as a contact material for removing metals from crude oil and heavy oil residues in the process of adsorptive demetallization.

In the global trend of increasing consumption of petroleum and petroleum refining industry further development is aimed at increasing of the depth of oil refining [1].

It should be noted that at least 60 % of the initial amount of oil remains in the subsoil, sealed in the pore space. Especially thick oil, which is heavy oil (bitumen, tar) can be extracted only by mine.

Were discovered sufficiently large reserves of tar sands (Canada, USA, CIS, Hungary). It is believed that the potential reserves of heavy oil and tar sands are approximately equal to the potential of crude oil with natural gas. Tar sands and heavy oil are considered a promising source of high-quality petroleum products. However there is a need for a new, less energy-intensive refining technology [2].

To solve such a problem is possible only through the widespread introduction of new cost-effective technologies of deep processing of heavy hydrocarbons containing asphaltenes in their composition and also heavy metals (vanadium and nickel), such as heavy oil, tar, heavy oil, etc.

Today in the oil found more than 60 trace elements, of which the most important and studied is vanadium, although its content in the raw material is low (10^{-6} – 10^{-2} %), it has a negative influence on many catalytic processes of oil refining. Considering the low content of vanadium in the ores (< 1500 g/t), its extraction from petroleum and petroleum products is very promising. The problem of studying the composition of trace elements of petroleum and petroleum products and to develop methods of extraction was studied for a long time. In connection with the depletion of light crude oils there appears a serious problem associated with the production, transportation and processing of heavy oils with a high viscosity, density, high content of metals such as vanadium, nickel, etc., as well as the need for a deeper processing of oil, heavy oil residues containing the major metals and hetero-organic compounds and significant improvement of the technical and economic indices of production, processing and use of petroleum and petroleum products.

It is known that metals, including vanadium compounds are concentrated mainly in the fuel oil. The existing fuel oil combustion technology allows to trap at least 10 % of the total vanadium content in fuel oil.

The procedure for calculation of reserves of vanadium in crude oils is very different from the calculation of reserves of any useful by-products. In order to obtain reliable data, it is necessary to solve a number of issues that determine the specificity of methods of counting stocks of vanadium in such a complex and original materials such as oil. This is primarily the use of such methods for the determination of vanadium in petroleum, which would ensure the completeness of its assessments, known as volatile organic compounds of vanadium. And most importantly – the application of such technologies for the extraction and refining, which would not only realize the full raw oil potential, but to ensure the storage of the contained vanadium. It is obvious that the choice of this technology and those dependent on the concentration of vanadium in oils can be taken as conditioned.
So, the extraction of vanadium and other metals directly from crude oils and petroleum products is an important economic objective.

With the gradual depletion of traditional light oil reserves are becoming increasingly important the reserves of raw materials which has recently attracted little attention, which include high-viscosity oil, natural bitumen and oil shale. In addition, these minerals hydrocarbons contain a number of non-ferrous metals components, among which is also vanadium.

During the processing of oil-containing organometallic compounds, most of the heavy metals remain in stock. The concentration of vanadium in petroleum and petroleum products can reach a few percent, which could serve as a source of industrial extraction of this metal, together with vanadium ores. Removal and disposal of vanadium compounds from oils are important for improving the quality of petroleum products, and to protect the environment from the adverse effects of toxic oxides [1].

The use of fuel oil, which usually concentrates the bulk of trace elements, as of boiler fuels leads to pollution of the environment by significant quantities of active oxides. For example, an amount of $V_2O_5$, thrown every day with the smoke of modern power can be measured in hundreds or even thousands of pounds. On the other hand, fuel oil ash can serves as a rich source of valuable metals. Thus, in the ash obtained at burning of sulfur fuel oil, vanadium is much richer than in most of the industrial ores. Already the working to extract $V_2O_5$ from the ashes and the scale of this production is greatly expanded [3, 4].

The choice of a rational technology of petroleum and petroleum residues is a difficult task. The decision depends on the composition of raw materials, required range of petroleum products, the degree of development of the proposed technologies, the availability of equipment, the efficiency of industrial catalysts, the use of recycled materials. Currently available demetallization development of oil and oil products are at the level of research, which can be divided as follows:

1. Direct extraction of vanadium directly from crude oil by: stripping of vanadium and other metals with solutions of mineral acids, inorganic salts, inorganic reagents handling, microbiological activity, and sorption on inorganic and organic sorbents.
2. Disposal of waste of thermal power plants.
3. Coking: thermocontact way, the method of pre-gasification.
4. Hydrocracking of petroleum and petroleum residues on catalysts and their subsequent processing.

Analysis of these methods shows that the most effective is a combination of several of them, namely, sorption to inorganic sorbents and hydrocracking. There are known works on the adsorption removal of metals from crude oil, which are used as sorbents in smelter, petroleum coke, air gel.

The most common and cheapest method of removing metals from the hydrocarbon systems is adsorption on solid natural sorbents [5].

**Experimental**

When the first phase of laboratory studies were have synthesized organometallic components (vanadium-containing additives) for model hydrocarbon systems.

After analyzing the basic form of existence of vanadium compounds in crude oils and petroleum products, we have synthesized model chelate compounds - oxivanadyl acetylacetonate (IV), which is a component of the studied model hydrocarbon systems. For oxivanadyl acetylacetonate (IV) was used acetylacetone and oxivanadyl sulfate (IV). Scheme of laboratory setup for oxivanadyl acetylacetonate (IV) synthesis was given earlier. Synthesized organometallic complex was analyzed by chemical and physico-chemical methods (photocolorimetric, derivatographic analysis and infrared spectroscopy) [6].

When choosing a sorbent we were guided by its cheapness and prevalence in the territory of Ukraine. We used as a sorbent a clay mineral – loess, this is widespread in Ukraine. Loessial rocks are one of the most common types of continental deposits. Loess are wide spread in Europe, Asia,
North and South America. It is estimated the average power Keylgaka loess at depth 10 m total area occupied by loess rocks on earth, amounts to 19 million km$^2$. In the territory of the CIS area covered by loess rocks is about 34 % of the continental part of the CIS. Loess is a solid cover a large part of Ukraine (80 %) and the southern European part of Russia.

The main feature of loess is its high dispersion. Dominated by the particle size of 0.02 – 0.01 mm (50 – 80 % of the total mass), clay particles smaller than 0.005 mm are present in an amount of 10 – 40, a number of particles of size 0.01 – 0.02 mm is represented by aggregates formed during coagulation of colloidal species. The porosity of loess 40 – 55 %, it is permeated by thin tubules (macrospheres, traces of residue) [7].

As a model hydrocarbon solution were used hexane (TU 2631-003-05807999-98). As organometallic impurities in model hydrocarbon systems used oxyvanadyl acetylacetonate (IV).

Adsorption of vanadium from the model hydrocarbon systems on the contact material (loess) was performed in the reactor mixing. The process was carried out under static conditions. These conditions provide an apparatus for shaking off type brand ABV – 6c. The adsorption process was carried out at room temperature and atmospheric pressure. Adsorption time was 10 hours. To carry out the process of sorption of vanadium from the model solutions on loess were prepared model hydrocarbon mixtures with concentrations of vanadium, respectively, 0.01 – 0.2 % (mass fraction). The size fractions of the sorbent was 0.02 – 0.01 mm.

Analysis of hydrocarbon systems in the vanadium content after the adsorption process for natural sorbent was carried out by the method of standard conditions. Based on experimental data obtained under equilibrium conditions at constant temperature, were built of the adsorption isotherm.

Figure 1 shows the sorption isotherm of vanadium model hydrocarbon systems on the clay minerals - loess.

![Figure 1. Adsorption isotherm of vanadium on loess](image)

Isotherm, which is shown in Figure 1 corresponds to the Langmuir equation: $A = A_{\infty} \frac{K_L \cdot C}{(K_L \cdot C + 1)}$, where $A_{\infty}$ - limit adsorption, $K_L$ - Langmuir adsorption constant, which has dimensions of reciprocal concentration.
The equation of the Langmuir adsorption for this type of relationship \( \frac{1}{A_v} = f \left( \frac{1}{C} \right) \). Linear dependence \( \frac{1}{A_v} = f \left( \frac{1}{C} \right) \) is expressed by the equation:

\[
\frac{1}{A_v} = \frac{1}{A_\infty} + \left( \frac{1}{A_\infty \cdot K_L} \right) \cdot \frac{1}{C}
\]

This allows define graphically the Langmuir equation constants (\( A_\infty \) and \( K_L \)):

\[
A_\infty = 10 \text{ mg/g or } 0,196 \text{ mol/kg.}
\]

\[
-K_L = \frac{1}{\ln \alpha \cdot A_\infty} = 1/0,196 = 5,102 \times 10^3 \text{ m}^3/\text{mol.}
\]

Finding the value of the Langmuir adsorption constants (\( K_L \)), it becomes possible to determine Henry's law constant for the equation:

\[
K_G = K_L \cdot A_\infty = 0,999 \times 10^3 \text{ m}^3 / \text{kg} \ [9].
\]

The limit for the adsorption on loess equals to 0,196 mol/kg, and adsorption of vanadium on loess – 90 – 95 %.

Analysis of the experimental results confirms a high efficiency of the natural clay mineral - loess to remove vanadium from the model hydrocarbon systems. The use of contact materials in the processes of demetallization is quite effective method to tackle the high levels of metals in the oil feedstock.

Thus it is possible to increase the depth of oil processing at the part of heavy oil residue and improve the quality of trade oil products, thus reducing the amount of harmful emissions of heavy metals into the environment from combustion plants and metal-processing oil residues.

Therefore, at present, during a high shortage of crude oil, it is necessary to develop processes that allows completely process reserves of crude oil. Such processes are the removal of metals from crude oil.

In subsequent studies we shall discuss some heavier model hydrocarbon systems containing complex compounds of vanadium and nickel.
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ETHANOL OXIDATION ON MANGANESE DIOXIDE ELECTRODE. EFFECT OF MEDIUM AND CONDUCTIVE ADDITIVE

Manganese (IV) oxide electrodes prepared by electrodeposition from fluoride electrolytes are considered as a prospective alternative to Pt in binary Ru–Pt anodes of direct alcohol fuel cells. Anode oxidation of ethanol on MnO₂ electrode has been examined by the method of voltammetry. The behaviour of the electrode at various ratio active material: conductive additive as well as effect of acidic and alkaline medium were analysed.

The developments of direct methanol fuel cells (DMFC) and direct ethanol fuel cells (DEFC) demonstrate a significant progress over the past decade. Manganese dioxide polymorphs are octahedral molecular sieves (OMS) of manganese with n×m edge-shared MnO₆ octahedral chains that form one-dimensional tunnels. These oxide materials is shown to be relatively cheap and promising alternatives to noble metals electrode materials in DMFC [1] as well as an active catalysts of oxidation of organic compounds [2].

Electrodeposition from fluoride containing electrolytes is a prospective method of nanomaterials preparation at high rates [3]. Dopant-ions can be the templates of the OMS’s tunnel size stabilisation during electrosynthesis [4].

To prepare the electrode material based on manganese dioxide various chemical and electrochemical methods can be applied. To stabilize a particular phase composition and defect structure of manganese dioxide the electrochemical deposition from sulfate, nitrate and chloride electrolytes is a well-known and promising alternative to chemical methods. In accordance with our data published earlier [5], in turn, the important advantage of fluorinecontaining electrolytes is their ability to realize manganese dioxide electrodeposition at higher rates. In addition, using bifunctional electrochemical system model it is possible to regulate the phase and chemical composition, as well as physical and chemical properties of electrodeposition products.

Therefore, the method of electrosynthesis from fluoride electrolytes was applied in our research [6]. The series of undoped and doped OMS samples was electrodeposited on a Pt anode in 0.2 M HF and 0.7 M MnSO₄ containing 0.001–0.17 mole·L⁻¹ MOH (Li⁺, Na⁺, K⁺, NH₄⁺) or MSO₄ (Fe²⁺, Co²⁺) at a current density \(i = 0.1–10\text{ A·dm}^{-2}\).

The aim of a research was to analyse manganese dioxide electrode preparation process for electrocatalytic oxidation of alcohols in alkaline and acid mediums. The powdered samples were filtered, rinsed with distilled water and dried 2h at 120 °C to remove physically sorbed water. Electrocatalytically active oxide material was mixed with graphite conductive additive, fluoroplast emulsion (PTFE), thoroughly mixed in agate mortar, and pressed on stainless steel grid. Experimental steps of electrode preparation were the following ones: homogenization of powdered manganese dioxide and graphite by their grinding for 10 minutes, then PTFE emulsion addition (5% of the total weight of electrode mixture). The resulting mixture was pressed onto the steel grid pretreated substrate.

**Experimental.** Chemical analysis, XRD, TGA, FTIR, SEM data were the methods of samples characterisation. The main instrument of MnO₂ electrocatalytic properties investigation during anodic oxidation of organic compounds was cyclic voltammetry method on a potentiostat-galvanostat IRC-PRO.

Polarization studies were carried out in a standard 3-electrode electrochemical cell. The electrode potential was measured against a standard Ag/AgCl electrode. The auxiliary electrode was a plate of glassy carbon with 25 cm² area, which exceeds the anode surface by 10 times. The potential scan rate in this study was 10, 50, 100, 150 mV / s.
Electrocatalytic properties of electrodes obtained were studied in acidic (2.5M H₂SO₄) and alkaline (1M KOH) electrolytes.

**The optimisation of electrocatalyst : conductive additive ratio.** The several samples of electrodes with the following MnO₂: C ratio: 100:0; 30:100; 50:50; 70:30; 100:0 were chosen to select the optimal electrocatalytic MnO₂ component and conductive additive – C ratio.

![Fig. 1. Oxidation of ethanol in acid solution 2.5 M H₂SO₄ for MnO₂:C components ratio: 1 — 70:30, 2 — 50:50, 3 — 30:70](image)

The C: MnO₂ = 70:30 ratio is the best in Fig. 1 that is evidenced by a shift of the alcohol oxidation process electrode potential (peak at 1200 mV) and higher values of the current density.

**Oxidation of ethanol in acidic and alkaline solution.** The next stage of our research was to check stability of the obtained electrodes in acid (Fig. 2) and alkaline (Fig. 3) environments.

Experimental studies of ethanol oxidation in both acidic and in alkaline medium is characterized by the stability of the electrode material. It has high adhesion to the surface of grid substrate and insoluble during the research. The ethanol oxidation peak with 1200 mV potential is observed in both solutions.

**Comparison of industrial CMD and OMS-2 (doped by NH₄⁺ in a laboratory) samples of manganese dioxide.** To compare these samples of different origin two electrodes with the optimum ratio of C: MnO₂ = 70:30 were prepared. Figure 4 represents cyclic voltammogramms of ethanol oxidation on two samples.

At identical experimental conditions the most active electrocatalyst is the doped OMS-2 sample obtained by anodic deposition from fluoride electrolytes because of lower potential of oxidation and larger current density peak values.
Fig. 2. Cyclic voltammograms of acid electrolyte of ethanol oxidation on electrode that has the ratio of the active components C: Mn = 70:30

Fig. 3. Cyclic voltammograms of alkaline electrolyte of ethanol oxidation on electrode that has the ratio of the active components C: Mn = 70:30
Fig 4. Cyclic voltammograms of acid electrolyte of ethanol oxidation on: 1 - CMD MnO₂, 2 - OMS-2 MnO₂.

Conclusions

Analysis of electrode preparation process for electrocatalytic oxidation of alcohols in alkaline and acid mediums was implemented in this research. The optimisation of electrocatalyst: conductive additive ratio was studied. It is demonstrated that the C: MnO₂ = 70:30 ratio is the best one due to the alcohol oxidation process electrode potential shift (peak at 1200 mV) and higher values of the current density.

Comparison of electrode activity in oxidation of ethanol in acidic and alkaline solutions was made. Experimental study of ethanol oxidation in both acidic and in alkaline medium confirmed electrode material stability. It had high adhesion to the surface of grid substrate and was insoluble during the research. Industrial CMD and OMS-2 (doped by NH₄⁺ in a laboratory) samples of manganese dioxide were used in this work. At identical experimental conditions the more active electrocatalyst is a doped OMS-2 sample obtained by anodic deposition from fluoride electrolytes because of lower potential of oxidation and larger current density peak values.
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EVAPORATION OF LIQUID HYDROCARBONS UNDER THE INFLUENCE OF GLASS MICROSPHERES

Influence of glass hollow spherical microspheres on natural evaporation from the surface of mirror of individual hydrocarbon liquids and their mixtures was explored. During conducting of system research were obtained unexpected results and a row of interesting phenomena: it is found, that a microspheres not only protect, but also promote evaporation of individual hydrocarbons C_6-C_{10}.

During storage, handling and transportation of hydrocarbon fluids its considerable part is lost due to evaporation. This phenomena is one of the most important and most controversial properties of fuels. Evaporation is accompanied by loss of the most valuable fuel light fractions, mainly saturated hydrocarbons. On the way from the wells to the gas station and due only to storage, the annual loss is 0.6-2.8 wt. %.

Evaporation is crucial factor in fuel stability during storage, transportation and usage. It it assesses both qualitatively (the saturated vapor pressure, fractional composition., density, viscosity, heat capacity, diffusion coefficient) and quantitatively - by Budarov method at purging of fuel with a tenfold volume of air at 20 °C.

The process of evaporation of liquid hydrocarbons during storage is static and endothermic process, it belongs to the phase transitions of the first type, because this transition is characterized by isobaric-isothermal equality potentials of the two coexisting phases in equilibrium by hopping-like entropy (S) change and also volume (V) at transition of substance from one phase to another.

In Figure 1 are given the most typical examples of individual hydrocarbons evaporation, confirming the known laws: mass loss increases with time, proportionally to the increasing of the boiling point.

![Figure 1. Dependence of evaporation of hydrocarbons from the time at 25 °C: 1 - hexane, 2 - heptane, 3 - octane, 4 - nonane 5 – decane](image)

At evaporation into unmoved medium over the surface there forms convection currents caused by the diffusion of vapors, which intensify the process of evaporation. At evaporation of substances with molecular weight much smaller than the molecular weight of air (eg, H_2O), convective flows are directed upward. For liquid hydrocarbon fuels with molecular weight greater than air directed down. These flows intensify the detached from the surface of the liquid molecules loss , which accelerates the process of evaporation.
Most of the petroleum is a polycomponent mixture of hydrocarbons and heterocompounds that have different boiling points. The lightest oil are of cars (start of boiling - 35-40 °C) and aviation gasoline (boiling start above 40 °C). Therefore the quality of gasoline deteriorates mostly due to evaporation of most light hydrocarbons C₅-C₇, the temperature dependence of evaporation are shown in Figure 2.

![Figure 2. Temperature dependence of evaporation of hydrocarbons: 1 - pentane, 2 - hexane, 3 - benzene, 4 - heptane, 5 - octane, 6 – toluene](image)

The less volatile are oils obtained from the middle distillates - kerosene and gasoil. But also in jet and diesel fuels a change in quality due to improper storage can be substantial. The lowest evaporation have lubricating oils. As for tendency for evaporation, and hence to a change of quality all petroleum products can be placed in this series: gasoline> jet fuel> diesel fuel> gas turbine >boiler fuels> oils for jet engines> carbureted oil> diesel oil> oil for piston aircraft engines.

Since the saturated paraffin and aromatic hydrocarbons are the major components of petroleum hydrocarbon fuels, its light hydrocarbon liquids fractions evaporation decreases octane number, decreases the saturated vapor pressure and therefore increases the initial boiling point, evaporating primarily as the lightest fraction with the smallest b.p., and in some cases the temperature of the end of the boiling, increased density through weight increase of fraction. All these changes lead to negative consequences in the operation at transport and technology. Among the most effective for the availability, efficiency, simplicity, ease of use are high active, allocated on the interface aerated fluorocontaining surfactants system (SAS). However, they gradually break down by hydrocarbons, and therefore do not provide adequate fire proof, reliable and lasting protection of the environment from the vapour of hydrocarbon liquids.

Solving this problem by directional forming of SAS with a predefined protective properties are important in terms of general scientific and technological aspects of creating applications for the protection of the environment from vapors of hydrocarbon liquids and is a matter of great economic value. The purpose of the work are surface-active systems - effective protective coatings to reduce evaporation of hydrocarbon liquids, improving their safe storage and environment protection.

To create an ultra light technological systems we have used gas-filled glass microspheres MC-A9 and their analogues appretted by mixture of β- and γ-aminopropyltrietoxysilane (AGM-9, TU 5951-028-00204990-2006) which are fine granular powder of correct spherical form, diameter of 40-180 microns and density 200 kg/m³.

However, there were found that the hollow spherical glass microspheres do not only protect but also increase the evaporation of individual hydrocarbons C₆-C₁₀.

Experimentally there were found the optimal composition of SAS which is able to form stable threephase foams, were set their concentration and the conditions under which such coating is provided with its buoyancy, stability and vapor impermeability. At carrying out systematic studies were examined a number of interesting phenomena. Using high buoyancy we primarily assessed the
protective ability of microspheres. To do this, on the surface hydrocarbons or mixtures thereof we imposed various number layers of microspheres. Where obtained unexpected results, shown in Figure 4.

Figure 3. Kinetics of evaporation of hexane without coating (1) and with layers of non appreted microspheres in % of the area evaporation surface: 15 - 2, 60 - 3, 140 - 4, 200 - 5, 300 – 6

Application of microspheres on hexane surface does not diminish, but increases evaporation (direct line 2). In addition, with increasing concentration of bubbles, the rate of evaporation increases (direct line 2-3). We believe this is due to thermal motion of microspheres, their rotation and increase both the surface area and also kinetic energy of hexane molecules separation. Another surprise was the increase of evaporation after formation of solid monodisperse layer at 2x or 3x microspheres concentration excess, relative to the evaporation surface mirror (direct line 5.6 in Figure 4).

Figure 4. Kinetics of evaporation of hexane (1) and heptane (3) without coating and with microspheres coated three layered integer evaporation surface, 2 and 4 respectively

Detailed long-term studies have allowed to explain this unusual fact. If we look at the vessel, used at experiments it is seen that in the process of evaporation of hexane balls hang up on the walls of the container.

As a result of adhesion on the side surfaces around the perimeter there formed a continuous layer, which certainly increases the surface area, and then through capillary forces increases also evaporation. Fair assessment of nominated assumptions is confirmed by the results obtained with using of appreted microspheres.
Similar patterns are observed for other homologues of saturated hydrocarbons – from heptane to decane (Figure 5).

![Figure 5. Time dependence of the evaporation of octane (3), nonane (6), decane (9) and also over layers of non appreted microspheres in % of evaporation surface: 1,4,7 - 30 2,5,8 – 200](image)

Unexpected results are that unlike pure hydrocarbons, in case of gasoline the evaporation is also reduced after an microspheres application of the surface, i.e. sorption of more hydrophilic compounds existing in fuels compared with paraffin hydrocarbons, such as oxygenates, results in their adsorption on the surface of glass microspheres and thus inhibition of their rotation. Conclusive proof of this are the results obtained at using microspheres appreted with hydrophobic mixture of aminopropyltriethoxysilanes. Organic appret removes the balls interaction with hydrocarbon solvent thus eliminates repulsion between the spheres and decelerates rotation and reduces evaporation. However, at applying several layers microspheres (curve 3) is registered accelerated evaporation as a result of microspheres adhering to the sides of the vessels walls, thereby increasing the evaporation surface.

Similar to evaporation rate of gasoline results are obtained regarding diesel fuel without coating and after microspheres deposition on the surface.

![Figure 6. Kinetics of evaporation of gasoline A-95 without coating (1) and with glass microspheres (% of the evaporation surface): 60 - 2, 200 - 3, 140 – 4](image)
However, at applying several layers microspheres (curve 3) is registered accelerated evaporation as a result of microspheres adhering to the sides of the vessels walls, thereby increasing the evaporation surface.

Similar to evaporation rate of gasoline results are obtained regarding diesel fuel without coating and after microspheres deposition on the surface.

![Fig. 7. Dependence of evaporation of diesel fuel with no coating (1) and with glass microspheres layers, in % of evaporation surface: 2 - 30 3 - 200, 4-140](image)

In comparison with gasoline A-95 evaporation chart, from which it is clearly seen that without coating evaporation most volatile fractions makes about 12% for 5 hours. But after the coating of thickness of 10 mm was held a major change. First, evaporation decreased by 2 orders of magnitude. In present scale, the most intense evaporation occurs for high volatile compounds, in particular for pentane 0.094 g, which on the previous chart because of low concentrations even not marked, for 2,3-dimethylpentane (0.83 g) and cyclopentane (0.038), methylocyclohexane (0.048 ) and trimethylcyclohexane (0.047), hexane, heptane and nonane (0.031), that total is 0.001% for 5 h. As a result of research of influence of temperature were nominated assumption that it is due to the microspheres rotation in the adsorption layer under the influence of thermal motion. With increasing of hydrocarbon radical length evaporation rate decreases and anomalous microspheres effect is leveled . For technical mixtures of hydrocarbons (gasoline, diesel), evaporation is reduced proportionally to the concentration of microspheres that is attributed to the sorption and to increase of interaction of fuel with hydrophilic surface of microspheres.

**Conclusion**

During conducting of system research of influence of glass hollow spherical microspheres on of individual hydrocarbon liquids and their mixtures were obtained unexpected results and a row of interesting phenomena: it is found, that a microspheres not only protect, but also promote evaporation of individual hydrocarbons C₆-C₁₀. Unlike pure hydrocarbons, in case of gasoline the evaporation is also reduced after an microspheres application of the surface, i.e. sorption of more hydrophilic compounds existing in fuels compared with paraffin hydrocarbons, such as oxygenates, results in their adsorption on the surface of glass microspheres and thus inhibition of their rotation. Conclusive proof of this are the results obtained at using microspheres appreted with hydrophobic mixture of aminopropyltriethoxysilanes. Organic appret removes the balls interaction with hydrocarbon solvent thus eliminates repulsion between the spheres and decelerates rotation and reduces evaporation.
DETERMINATION AND FORECAST OF ELECTROMAGNETIC ENVIRONMENT IN THE AIRPORT AREA USING MODELLING METHOD

Mathematical functions of spatial changes of different electromagnetic fields levels have been determined on the basis of theoretical studies. It enables to develop program for automatic distribution modelling and forecast of electromagnetic fields levels in the airport area with subsequent visualization.

Today aviation enterprises have many sources of electromagnetic fields (EMF) with broad spectrum of frequencies and amplitudes. The decrease of this physical factor impact due to reduction of EMF sources quantity and their power lowering is impossible as they are necessary for the provision of flights safety and other needs of aviation enterprises.

Therefore, the main way of decreasing EMF negative impact on human is development of engineering, technical and sanitary-hygienic measures for protection of citizens and workers from EMF impact.

The research and applied developments aimed at solution of mentioned problem are carried out in Ukraine as well as in foreign countries [1-3]. But the problem of preliminary assessment of possibility of decreasing indoor and outdoor EMF levels to standard levels with current and necessary technical means is still actual. Meanwhile it is advisable to decrease EMF to technologically feasible levels according to [4], and it requires additional research.

Efficient tool of electromagnetic environment (EME) determination is mathematical modelling of EMF depending on quantity of installations. It makes possible forecasting EMF levels and their dynamics depending on installations power, electric load, etc.

Recent research are about modeling of spatial distribution of high voltage EMF sources [5], indoor EMF with fixed quantity of installations in one plane [6], which is area of personnel location and it doesn’t take into account the influence of EMF on adjoining rooms.

Usage of modern software tools for modelling of EMF powerline frequency allows getting models, which correlate well with in-situ measurements, but they also cover high voltage sources. Calculations for open space with finite element method require artificial limitation of investigated area and additional boundary conditions. Fundamental study [7] deals mainly with high frequency sources, which are radio transmitting equipment, locator equipment, etc.

Forecast of EME requires three-dimensional models, which take into account principles of formation and propagation of different EMF sources. It requires preliminary analysis and development of methodology for implementation of this modelling.

The aim of study is formation of methodological approach to modeling and forecast of EME in rooms with EMF sources of different nature and with different mechanisms of propagation, as well as visualization of received models.

Usually integral EMF forms of EMF different by nature. It is caused by constructional peculiarities of installations, located indoor and outdoor, which make EMF with hygienic significant levels. In these cases the formal usage of field superposition principle is sometimes not possible and rational because of different values of permissible levels of different EMF frequencies and different measurement units.

EMF generated by low frequency sources has different attenuation regularities.

For EMF linear sources, which are overhead and ground power lines

\[ E = \frac{\tau}{2\pi\epsilon\epsilon_0 r} \text{ (V/m)}, \quad B = \frac{\mu\mu_0 I_{efb}}{2\pi r} \text{ (T)}, \]
where $E$ – electric field, 
$B$ – magnetic field, 
$\tau$ – linear charge density in line, 
$I_{\text{ef}}$ – effective value of alternating current ($I_{\text{ef}} = \frac{I}{\sqrt{2}}$), 
$r$ – distance from phase conductor, 
$\varepsilon_0$, $\mu_0$ – electric and magnetic constant, 
$\varepsilon$, $\mu$ – permittivity and permeability (for air $\varepsilon = \mu = 1$).

It is necessary to take into account field attenuation in building structures for outdoor sources (according to present methods of attenuation calculation).

Taking into account electric field blocking by metal (cable armature, metal hoses, etc) and interconnection between electric and magnetic fields, it is necessary to consider magnetic field component. Electric field component can be defined from fundamental relation

$$
ev_0E^2 = \mu_0H^2, \quad B = \mu_0H, \quad B = E\sqrt{\varepsilon_0\mu_0}.$$

Parameters of field of linear conductor with finite size, that is typical for rooms, are determined as

$$B = \frac{\mu_0}{4\pi} \frac{I_{\text{ef}}}{r} (\cos \varphi_1 - \cos \varphi_2),$$

where $\varphi_1$, $\varphi_2$ – angles between conductor and directions from segment ends to determination point of magnetic field level.

If the conductor rounds the perimeter of room

$$B = \frac{2\mu_0}{\pi} \frac{I_{\text{ef}}}{ab} \sqrt{a^2 + b^2},$$

where $a$, $b$ – length and width of room.

Calculations show, that unbalanced current 3 A, that is caused by pulse power units of computer, makes magnetic field with 600 nT induction (permissible level – 250 nT) in the 5×6 m room.

Magnetic fields of most technical facilities are fields of dipole type, it means that their levels decreasing at distance is described by inverse cubic relation.

Initial data for modeling EMF spatial distribution are calculated according to the value of vector-potential of magnetic dipole field $A$:

$$\mathbf{B} = \mathbf{rot} \mathbf{A} \quad (1).$$

If the magnetic moment vector $\mathbf{m}$ coincides with positive direction of Z axis of orthogonal coordinate system, then to determine vector-potential in any point $(X, Y, Z)$ it is necessary to take into account that $r^2 = x^2 + z^2$.

where $r$ – distance from determination point of magnetic field, and

$$\sin \theta = \frac{\sqrt{x^2 + y^2}}{r},$$

where $\theta$ – angle between Z axis and direction $r$.

Absolute value of $A$ in this point is equal to

$$A = \frac{m \sin \theta}{r^2} = \frac{m \sqrt{x^2 + y^2}}{r^2}.$$  

In XZ plane according to (1)

$$B_x = (\nabla \times A)_x,$$

4.3.2
where $\nabla$ – Hamilton operator 

$$
\nabla = \left( \frac{\partial}{\partial x} i + \frac{\partial}{\partial y} j + \frac{\partial}{\partial z} k \right),
$$

hence it appears 

$$
B_y = (\nabla \times A)_y,
B_z = (\nabla \times A)_z,
$$

To get model of spatial distribution of magnetic fields from many sources the special program has been developed in Turbo Delfi. Database management has been provided with Microsoft SQL Server 5. It has made possible to get map of distribution of magnetic fields levels from many sources. Its horizontal view is presented on pic.1.

Quantitative data concerning field levels are marked on the screen with corresponding scale. Developed package makes possible to take into account room and field sources dimensions automatically.

Received results allow preliminary determination of magnetic fields levels in every point of room depending on quantity and power of installations and electricity network load, and forecast their values with increasing equipment power supply, that affects values of $m$ in initial functions.

Measures for decreasing electromagnetic load are defined according to predicted results. One of the most efficient is usage of fundamental effect of reflection and earlier developed dipole model of magnetic field source [8].

Research has showed that visualization of values of low frequency and high frequency fields on one model is unpractical because of bad perception of model visual image.
Development of two separate models with their following integration according to real levels of EMF of different frequency range by optimization method is the most reasonable. Solution of optimization problem is quite complex, because of presence of at least two different classes of EMF sources, and it requires further theoretical studies and experimental verification of received results.

Conclusions

Carried out theoretical studies and comparison of received results with experimental data have proved the possibility of correct modelling of EMF spatial distribution. This modeling could be used on the stages planning radio equipment location, industrial buildings, and modernization of technological equipment.

Preliminary determination of EMF levels in every specific case allows defining list and content of technical-organizational and hygienic measures for minimization of impact beforehand.

EMF distribution modeling is made for each frequency range with following optimization of technical equipment location. Priority in solution of optimization problem is determined on the basis of real and forecast levels of EMF in every range.
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ANALYSIS OF THE NOISE MONITORING AND MITIGATION STRATEGIES AT MAJOR WORLD AIRPORTS

The paper gives an overview of international, national and local legislations and policies supporting noise management approaches at airports around the world. Analysis of noise monitoring and mitigation strategies that have been identified as “best practice” is presented.

Introduction

Airports, especially those, which were constructed close to conurbations, face several environmental constraints including noise, local air and water quality, climate change, waste management, and community relations. Traditionally, noise has been the key environmental constraint to airport development.

A significant number of the world’s major airports and many small airports have adopted processes and systems to manage the impact of noise from the airport operations onto surrounding communities.

Usually the first step of solving the problem, after establishing appropriate regulations, is focusing on measuring environmental impact, specifically noise, through temporary or permanent noise monitoring terminals. Around 85% of the world’s busiest airports have installed systems to monitor noise and to manage noise by the mitigation procedures [1]. Using the results of monitoring, airports manage their growth by ensuring regulatory compliance and minimizing their environmental footprint. Airports’ authorities also use the results of monitoring for investigation and responding to noise complaints and defend the airport’s position against an increasingly resistant community.

International regulations for noise management

There are a number of key legislations and policies supporting noise management approaches at airports around the world. International noise regulations have been maintained by the International Civil Aviation Organization (ICAO), the European Union and other international regulatory agencies.

ICAO, as the lead United Nations (UN) Agency in matters involving international civil aviation, continues to address the adverse environmental impacts that may be related to civil aviation activity. In carrying out its responsibilities, ICAO developed a range of standards, policies and guidance material for the application of integrated measures to address aircraft noise. One of the three major environmental goals, being adopted by ICAO in 2004, was limiting or reducing the number of people affected by significant aircraft noise via implementation of the concept of a “balanced approach” for the reduction of aircraft noise. ICAO Resolution A37-18 [2] outlines achieving maximum compatibility between safety, economic efficiency and demand for the development of civil aviation and the quality of the environment. The general approach concludes that solutions to noise problems need to be tailored to the specific characteristics of the airport concerned, which calls for an airport-by-airport approach, and that similar solutions could be applied if similar noise problems are identified at airports.

The Policy and Recommended Practices of Airport Council International (ACI) [3] encourages global consistency in the implementation of effective airport noise management programs. It outlines that the environmental monitoring of the site should provide the basis for the adaptation or introduction of long term ecological measures. The key relevant ACI policies relating to noise include noise monitoring at airports as an important process in understanding and dealing
with aircraft noise impact. ACI also supports an ICAO integrated approach for addressing aircraft noise at airports.

A Directive of the European Parliament and of the Council 2002/30/EC [4] describes the framework for airport noise management procedures including production of noise maps and noise action plans for airports with more than 50,000 movements per year. It aims at monitoring the environmental problem caused by noise in major agglomerations and in the vicinity of main transport infrastructures, including airports. The Directive stipulates at making information on environmental noise and its effects available to the public. It, as well, prescribes requesting competent authorities to draw up action plans with a problem-solving approach to preventing and reducing environmental noise where necessary and preserving environmental noise quality where it is good.

A Directive of the European Parliament and of the Council 2002/49/EC [5] provides a basis for developing and completing the existing set of measures concerning noise emitted by the major sources, in particular aircraft, and for developing additional measures, in the short, medium and long term. For achieving a common understanding of the noise problem, data about environmental noise levels should therefore be collected and reported in accordance with comparable criteria. This implies the use of harmonized indicators and evaluation methods, as well as, criteria for the alignment of noise-mapping.

**National regulations related to noise management at airports**

Noise regulations including statutes or guidelines relating to aircraft noise have been established by national, state or provincial levels of government in many countries.

One of the best practices, if to consider national policies related to noise management strategies at airports, is the Airport Noise and Capacity Act [6] of 1990 in the USA. It established a national aviation noise policy (Sections 9308 and 9309). Subpart I — Operating Noise Limits — of FAR Part 91 [7] prescribes operating noise limits and related requirements that apply to the operation of civil aircraft in the United States. FAR Part 150 [8] directs to that noise monitoring may be utilized by airport operators for data acquisition and data refinement, but is not required for the development of noise exposure maps or airport noise compatibility programs.

The UK government has an important role in setting and developing the policy for aircraft noise control at UK airports. In December 2003 The Future of Air Transport White Paper outlined several new policies for airports which control, mitigate and compensate for aircraft noise with the aim of reducing and limiting the number of people significantly affected by aircraft noise. A range of noise controls relating directly to aircraft operations are set out in statutory notices and are published in the UK Aeronautical Information Package. These controls cover aspects such as Continuous Descent Approaches, noise abatement procedures and night flight restrictions. Government policy for aircraft noise includes land use and planning policies. These are set out in Planning policy guidance (PPG) note 24 [9], which guides local authorities on the use of their planning powers to minimize the adverse impact of noise. It outlines the considerations to be taken into account in determining planning applications both for noise-sensitive developments and for those activities which generate noise. PPG note 24 establishes that whilst monitoring may be costly and time-consuming this should not be regarded as sufficient reason for not using noise conditions where they are appropriate. The Civil Aviation Acts 1982 and 2006 – these Acts of Parliament grant the government powers to introduce noise control measures to limit or mitigate the effect of noise and vibration connected with taking off or landing aircraft at designated airports.

Section X “Protection of Environment” of the Air Code of Ukraine [10] contains two Chapters dedicated to protection of environment and residents from noise generated during aircraft operations. Regulations of aerodrome certification of Ukraine [11] that have been revised by 07.10.2011 established an obligatory determination of noise exposure maps and establishing of noise zones as limited areas, inside which special rules are defined for the new construction or reconstruction of any objects subject to noise sensitive activities.
Within these legislative and standardized essential principles, majority of airports have adopted a range of measures to meet normative requirements and to secure a harmonious relationship with their communities.

**Local noise-related controls**

Additional noise-related controls are introduced by local authorities as part of the planning system. This is often done by way of planning obligatory agreements made between the airport operator and the local authority.

Most operational noise regulations originate from individual airport authorities. This includes noise abatement procedures and operating limits, such as curfews and prohibitions of operation of individual types of aircraft at a particular airport. Operating limitations are incorporated into standard approach and departure procedures, which are recognized and used by Air traffic control. Some airports publish additional information for pilots describing airport-specific noise abatement procedures.

For example:

London Heathrow, one of the world’s busiest airports and surrounded by dense population, has a night curfew and a complex night quota system. It uses analysis from their noise and operations management system to monitor compliance and to pursue violations.

London City Airport has adopted an extensive Noise Management Scheme for several years; the Scheme was formally approved for use in May 1993 by the local planning authority. The Noise Management Scheme includes provision and use of specialised equipment to measure noise of aircraft and to determine the flight tracks used by aircraft. The Scheme includes the systems of analysis of the measured information and its reporting. The Airport also has an approved Engine ground running scheme for aircraft test and maintenance.

Amsterdam Schiphol airport has a strictly monitored requirement to adhere to specific “noise load” limits at points around the airport, to the extent that they need to carefully plan their operational modes on a day to day basis to ensure that they do not run out of “load” for specific modes prior to the end of the year.

Frankfurt Airport (Fraport AG) formulated key fields of action for sustainable development fixing fields of action for environmental protection and published Environmental Statement 2011. Fraport AG operates 28 stationary measuring stations, three mobile measurement containers and a mobile measurement bus in the neighbourhood of the airport. The measuring stations provide continuous monitoring of aircraft noise development and documentation of unusual noise events.

Denver International Airport committed not to exceed specific noise loads at 100 points around its new Greenfield airport in 1985.

Airservices Australia has established a Noise and Flight Path Monitoring System at Australia’s major airports. Operated from a single control centre, the system monitors aircraft operations and their environmental effects at airports across the Australian continent.

**Noise monitoring strategies**

Noise monitoring at airports is an important process in understanding and dealing with aircraft noise impacts. Noise monitoring involves the use of specialized equipment including microphones and computerized/automated logging/recording devices to measure the noise levels from aircraft. The reasons for monitoring vary and can include the following:

- Determining and tracking aircraft noise levels in residential areas;
- Compliance monitoring if individual aircraft or overall airport noise is subject to limits;
- Measuring individual aircraft noise events for the purpose of charging.

When locating a permanent or temporary monitoring site, consideration should be given to background or ambient noise sources such as roads, trains, weather, animals, and to security issues and access for regular calibration and maintenance.

4.3.7
If a monitor is located too far from the airport, aircraft noise levels may not be sufficiently high above ambient noise conditions to register as clear, separate noise events. The system must be able to distinguish between aircraft events and other noise events.

Automated systems should be linked to radar or other aircraft identification systems to ensure that recorded noise events are aircraft movements and that a sufficient and representative proportion of all movements are captured.

Conclusions

Noise management at airports is standard practice in much of the world. The following noise monitoring and mitigation strategy including a complex of monitoring and tracking systems has been identified as “best practice”. The complex of monitoring and tracking systems contains of:

- **Complaint Management System** maintaining a noise complaint system that provides a substantive and timely response to all noise complaints;
- **Flight Tracking System** that provides an accurate history of aircraft flight tracks;
- **Noise Monitoring System** providing accurate history of noise environment around the airport.

The efficiency of such complex approach depends not only from airport operator, but, to a greater extent, from aircraft operator compliance with noise abatement procedures. To make progress in efficiency airport should establish incentive-based techniques to encourage all operators to comply with all noise abatement measures.

The advanced research will embrace case study approach analysis of the efficiency of noise monitoring systems with regard to their key features and noise management strategies at airports.
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SAFETY OF LIFE ACTIVITY AND ENVIRONMENT SAFETY OF SURROUNDING AREA

Approaches to the perception of environment and life activity within the environment are examined.

Nowadays Safety of Life Activity (SLA) according to the typical curriculum [1] is based on the study of the Unified State System of prevention and reaction to natural and technogenic emergencies (USS) and State Control System of civil protection, which consider the following issues:

1) Emergencies forming factors that are determined by three characteristic periods (phases) of development and reaction (tab. 1):

<table>
<thead>
<tr>
<th>Name of period</th>
<th>Description of period</th>
<th>System of reaction to an emergency involves:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial</strong> period</td>
<td>appearance of areas of potential risk on the territory, where the threat of possible exposure factors detection is increased</td>
<td>preventive measures</td>
</tr>
<tr>
<td><strong>Primary impacts</strong></td>
<td>appearance of exposure areas</td>
<td>rescue measures of reaction and localization of consequences</td>
</tr>
<tr>
<td><strong>Postcrisis</strong> period</td>
<td>postaction, secondary display of exposure factors (in the areas of postaction)</td>
<td>liquidation of consequences and restoration</td>
</tr>
</tbody>
</table>

2) Components of emergency counteraction process, which are determined in a functional aspect by the subsystems of the first and the second levels and are depicted on the chart (fig. 1).

Figure 1. State control system of civil protection

Subsystems of the first level
- Emergencies prevention
- Reaction to accidents
- Accidents consequences liquidation

Subsystems of the second level
- Advance reaction to possible accidents
- Urgent reaction to accidents
- Safety regulation during accidents
- Emergencies risk assessment
- EA and other necessary works
- Primary LS

Abbreviation: EA - emergency actions
LS - life-support

The assessment of risk levels is defined by the State standard of Ukraine as identification of hazards and its possible sources and investigation of their origin mechanism, evaluation of probability of the identified hazards implementation and their consequences.

4.3.9
The most developed issue in this document is the process of identification, which belongs to the 2nd level subsystem "Emergencies risk assessment" and the 1st level subsystem "Emergencies prevention". Identification of hazards and their possible sources for economic objects is carried out by the approved procedure of the passportization (certification) system for enterprises and territories in relation to the risks of emergencies. The identification process results in the choice of codes and analysis of parameters of possible emergencies, description of sources of their origin, parameters of exposure factors, scenarios of emergencies development, which can be initiated by each of the defined hazard sources, to establish maximal possible emergency levels.

Approaches to the environment perception based on the idea of the USS is determined not only by perception - knowledge of the USS as social, natural, technosphere, as well as by perception of a person in the system as a process of life activity, which is the process of existence or presence of a person in the USS. Therefore, the identification is not only the process of recognition of hazard and its possible sources in the environment, but also judgment and deduction as an algorithmic process of description, and also the identification of a person, that is recognition of certain level of person’s involvement in this world from the maximal presence in personal life activity to maximal absence or spending life time. A man is not only a thinking man, but also an active man.

In accordance with the philosophy of life activity safety the results of identification determine all next stages of the USS functioning and proper process of emergency counteraction.

Who teaches today this ability to identify, this ability of integral understanding, which is necessary for construction of scenarios of hazards development and adequate reaction to them in the field of life activity safety?

This is not only the question of private sciences and question of applied practical techniques, but also general issue of SLA and it is the question of world outlook, which is explored in religion, philosophy, methodologies, sciences and applied practice.

SLA is determined by the spiritual culture of personality, but it also depends on activity, communication, as well as thinking.

As J. Habermas marked, the classic world outlook supposed, that there was no mediator between subject being and cognitive intellect. This led to original idea of parallelism of being and consciousness. And the endless disputes of idealists and materialists flowed within the framework of this paradigm. But non-classical approach discovers that there is a mediator between intellect and being, and it is activity and language. It is possible to specify the Habermas's term and say these are types of activity and languages of culture. This mediator connects being and intellect, including the components of both poles. Thus, what reasonable world outlook sees in being is defined by the character of its rooting in this being. It is not unsubstantiated by intellect, but it is conditioned by social and cultural aspects [3].

Using language a man describes space. By activity a man lives in time. P. Florensky adds: «Space is determined mainly by amount, and time - quality» [4].

In modern education and science the scientific language of description as thinking process is studied in science methodology (thinking), and any activity as thinking process is studied in methodology of activity.

In non-classical perception of the world thought sees things dual and additional, as a result, SLA tries to form the integrative knowledge.

Accenting attention on the necessity of dual and additional character of the world perception can be seen in the report of UNESCO in 1996 on to the problems in the field of education, which states, that seven main types of contradictions exist in the world and affect education: between global and local, general and individual, traditional and modern, material and spiritual, long-term and short-term reasons, competition and equality of possibilities, unbelievable spread of knowledge and ability of man to master them. The list of contradictions pairs can be continued. New pairs can be close to the term field or content of the offered main types of contradiction pairs.

For the contradiction pair «single and plural», the following example can be given: «single» thinking is typical for technicians, when there is only one task solution on how to get from one
point to another. The «plural» thinking is typical for humanist, when there is the great number of solutions for the same task. The pair «external and internal» can be presented by the example: a man thinks in things: external, for example, a military commander develops strategy or tactics using miniature figures on a map, that is actively cognizes possible movements from figures, or by internal things, for example, the listener of readings looks inside himself, contemplating his internal reactions to the read events.

Duality and complementarity are opened by physics of the XX century after refutation of the rationalism of the XVIII-XIX centuries, which tried to input everything in the intellect. New highly rational physics came instead of rational classic physics. The same happened in mathematics. Now it is clear that intellect cannot cognize the ideas of Non-Euclidean geometry, theory of relativity and quantum physics. Light - it is simultaneous wave and particle. He can not be only a wave or only particle and light is something one. The wave of light is a particle (by a photon) and the particle of light is a wave.

Shown to the apostles and professed by the fathers of the Chalcedon Cathedral about Christ, True Light, anticipated the discovery of quantum theory about creaturely light. The study about two natures of Christ, True Light, is ontological basis of corpuscular-wave dualism (two natures) of creaturely light. The said about light can be attributed to any particles and waves (electrons, sound and etc.).

The Definition of Chalcedon (451), which united 630 representatives of all Local Christian Churches, states, that thinking is primarily integral and dwells with initial integrity of all things that results in antinomianic differentiation. Integral thought of Christians sees plural as single and single as infinite set [2].

Consequently, the contradictions pairs offered by UNESCO are seen foremost as single, and then dual and additionally (according to the Chalcedon Cathedral: unconfusedly and indivisibly), and are named antinomies.

Today, for example, the practical use of antinomies could be seen in the principles of Orthodox pedagogic and ontological psychology (terms usual for scientific pedagogic are given in brackets): freedom and obedient, world (pan-cultural) and local (national), traditional and progressive (innovative), openness and autonomy, power and anarchy, silence (non-action) and instructions (activity), victory and defeat, romantic and real, mystic and rational, Dionysus and Apollo [5].

The study about an antinomy is deeply developed in the works of Father P. Florensky "Pillar and claim of truth". An antinomy is synthesis of thesis and antithesis. An antinomy is confession of both thesis and antithesis in their unconfusedly and indivisibly unity, or synthesis. Truth is antinomy and it is obtained by faith and experience.

Great antinomy: God and world. Non-antinomy (that is contradictory) consideration of them is such: a) a world will become God - this is Satanism; b) God is not present - this is atheism; c) God is world, and a world is God - this is pantheism (strongly developed in Buddhism), major representatives: Spinoza, Hegel, Schleiermacher. d) God and world are independent - this is deism, major representatives: Herbert Cherber, Tolland, Tyndall, Shaftesbury - in England; Voltaire, Russo and others - in France; Reymarus, Lessing - in Germany; Jefferson, Franklin, Alley - in America; Pnin, Lubkin, Ertov - in Russia.

Antinomic consideration is as follows. God is a Creator, Sustainer, Beginning, foundation and world purpose. God is not a creature, and a creature is not God. God is out of creature and in a creature, and creature is in God, that means Creator is transcendent and immanent in attitude to a creature. This is theism. As a rule, Judaism, Christianity and Islam are attributed to the theism.

Deism, pantheism, theism are attributed to the religious-philosophical systems of thought.

Theism in the synthesis of rationality and overrationality remains only the study, in a theory, that is a certain description of life activity, because the life activity of mind and heart, connected with attention, exploit and life experiencing. If theism is such, then per se it is also contradictory and not able to bring the substantial benefit of safe life activity.
Describing the above-mentioned points of non-antinomy consideration and ways to solve with the help of philosophic-methodological principles of the non-classical outlook and The Definition of Chalcedon the following table is received (tab. 2).

**Table 2.**

<table>
<thead>
<tr>
<th>Points of pairs</th>
<th>Description of a pair (character is an axiom)</th>
<th>Philosophical-methodological principles (character is a thesis by cataphatic theory)</th>
<th>According to the Chalcedon cathedral (character is a dogma by apophasicism)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>replacement</td>
<td>constantly</td>
<td>unchanging (untransformability of one into another and vice versa)</td>
</tr>
<tr>
<td>b)</td>
<td>denial</td>
<td>collectively</td>
<td>inseparably (means a permanent alliance)</td>
</tr>
<tr>
<td>c)</td>
<td>confluence</td>
<td>dual (or plural)</td>
<td>unconfusedly (non-mixing, remain apart, not forming a new)</td>
</tr>
<tr>
<td>d)</td>
<td>indifference</td>
<td>additionally</td>
<td>indivisibly (do not exist separately)</td>
</tr>
</tbody>
</table>

Such great writers, as Skovoroda, Dostoevsky and others are the examples of antinomic thinking. Their works are not simply difficult, but alogic. And exactly this circumstance surprisingly makes the text clear and deep. And this opinion corresponds to the position of the known thinker G. Pomeranetz asserting, that a «depth can be expressed by either a poetic metaphor or by paradox. Value of paradox is that it can not be untwisted in a logical line. Logic operates only with the fragments of whole. Whole can only be observed, therefore metaphor and paradox are the language of depth».

Niciporov B.P. writes about antinomies as about unity or about one, instead of two. They are agreed contradictions and oppositions. Antinomies are reunited and reconcilable poles of the same nature. Correct life activity or safe life activity «is sobriety, will to retention and self-retention in non-solid unity of these two ideas: about yourself and about a man». The action of including in antinomic nature is opened up to a man through that. «Sobriety is will and ability to retain simultaneously two poles in the acts of understanding. These poles are energetic and moral at the same time»[5].

If one compare contradictions and antinomies, it is impossible to reconcile contradictions, link them mechanically [5]. The contradictions are realized in the form of one of the items (tab. 1 – a, b, c, d) or combinations of them, or even all together. In its decision, the pairs are presented in the form of alliance or peace by fairness (for example, legally, economic, technically and their combinations). The main sign of union and peace is the agreement, contract relationships of the pair. Such union or peace can not reach its complete integrity, as that typical for antinomy. Antinomies are initially always integrity of all types of intercommunication by mercy (for example, as a sister-mercy care after patient). The main sign of intercommunication of antinomy is synergy in integrity.

Ability to retain principle-antinomy is the condition of safe life activity.

Husband and wife are initially integral unity, and then their difference. Besides, for a religious person this whole unity spreads out of time and space, that is in eternity and endlessness. Remember biblical story of Adam creation, and then division in two people by God. Ability to retain principle-antinomy explains the phenomenon of family solidity, widowhood in case of spouse loss, friendship. Friendship is unanimity of two people. Friend is alter ego, accepted in you (Psalm 54, line 14).
Scientific pedagogic and psychology teaches leadership, development of psycho-physiologic possibilities of man, educates gods of professions, sport gods, men and women gods. As a result there is the necessity of connection of these people and idea «All people must be equal».

Orthodox pedagogic and psychology proclaims fundamental unity, as primordial unity of non-solid and inseparable in between people, and as a result appears the idea «All people must not be equal» - idea of hierarchical society.

Considering the above presented orthodox and scientific pedagogic and psychology can be perceived either as contradiction or as an antinomy.

Philosophy and logic has, except for mentioned above, pair categories-contradictions-antimonies: assertion - denial; thesis - antithesis; form - content; single - general; individual - social; concrete - abstract; theory - practice; logic - intuition; rationalism - mysticism; induction - deduction; - analysis - synthesis (differential - integral); symmetry. The laws of symmetry operate in mathematics, physics, chemistry, biology. There is homotypic human body, his organs, skeleton, muscular system, vascular systems, nervous systems, symmetry (polarity) in illnesses and therapeutics. Left and right. Two eyes, two ears, two cheeks, nostrils, two hands, two feet. In Christianity, for example: Old testament and New testament, Adam and Christ. Law and Grace. Two tablets of testament, etc. In Orthodox Christianity the example is sacred Church Slavonic language for prayer and sacred liturgy. This is the example of unification in the antinomies of word and action, mind and heart, soul and body, man and man, God and man. Ability to gather all forces in one point opens a secret, why there are so many great people in our history. The presence of natural and sacred language in the orthodox countries explains the phenomenon of antinomic thinking and acts, which are often externally alogical, and, as a result, western fear of unpredictable, for example, Ukrainians, Russian, Byelorussian.

Contradict and antinomic thoughts always live in any man. Believers-Christians who follow the Definition of Chalcedon, have the perspective possibility to save the integrity and unity of life activity of mind and heart, soul and body, word and action, and consequently integrity and unity of life activity give result out of time and space, that is, in eternity and infinity. Imperishable relics, chronicles, life of Christians testify in favor of that. Having perishability in the sense of separation (tab 2., line - b) from the mortal body, the body of Christians are not subject to perishability. These treasures are accessible in churches, monasteries and large monasteries.

Conclusion: the life activity of man and society depends on man’s perception of the world either as pairs of non-antimonic contradictions offered by UNESCO or as principles-antinomies of the Chalcedon cathedral.
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SENSITIVITY ANALYSES OF THE EMISSIONS OF NOX FROM A TURBOFAN ENGINE BASED ON ENGINE MODEL

Validation studies of emission model on the ground of measurement campaign results of engine testing for real operation conditions. Sensitivity analysis of developed Turbogas model which taking into account impact of operational and meteorological conditions on emission indexes

Introduction

Air pollution resulting from airport emission is a growing concern because of the expansion of air traffic over the years. On the ground of ICAO data, future air traffic movements are forecast to grow at a mean annual rate of 5 to 7 percents. A lot of studies are focusing on the aeronautic impact to the upper troposphere and lower stratosphere [1], during last decade a lot of investigation are also focusing on evaluation on aircraft engine impact on local and regional air quality in the vicinity of the airport [2,3,4,5]. Currently the basis objects of attention are NOx and fine particle emissions from aircraft engine emissions as initiators of photochemical smog and regional haze, which further direct impact on human health.

Emissions of aircraft at airports are usually calculated on the basis of certificated emission indexes, which is provided by the engine manufacturer and collecting in the database of International Civil Aviation organisation (ICAO) [6]. The emission indices rely on well-defined measurement procedures and conditions during engine certification. Under real circumstances, however, these conditions may vary and deviation from the certificated emission indices may occur. So, development model including the influence of the operational and meteorological conditions on emission indexes is actual task.

Experimental investigation of aircraft engine emission

Experimental investigation is providing a more accurate representation aircraft emissions contribution to total air pollution in the vicinity of the airport and allow precisely calculate the emission inventory of airports.

Some measurement campaigns were performed at major European airports using non-intrusive spectroscopic methods like Fourier transform infrared spectrometry and differential optical absorption spectroscopy [7,8]. Therefore, basic aim of these experimental investigations was estimation emission indexes for CO, NOx and comparison to the values given in the ICAO database. One of such projects is collaboration between FZK/IMK-IFU in Garmisch-Partenkirchen and Lufthansa Technik AG in Munich [9]. This project was aimed to obtain accurate emission characteristics of aircraft engines, reveal its dependences on operations' conditions (period of engine mode, fuel flow, rpm) and ambient temperature [9]. Measurement campaigns (number = 490) in fulfilled gases jet from CFM 56-5C2/F, which powers the aircraft A340-300 (D-AIGD, D-AIGF), were performed at the Munich airport during period of three years. Measured concentrations of NO, NOx, CO, CO2 and H2O were conducted at the nozzle exit of engine (or in plane parallel to engine nozzle at distance approximately 10 cm) by using Fourier transform infrared spectrometry method (FTIR) [9]. An absolute accuracy of this method is 20 to 30% to determine real in-use corresponding emission indices of NO, NOx, CO, CO2, H2O for Idle (N1 =20 - 22%, the beginning and the end of engine testing phase) and Cruise (N1 = 79 - 81%, climb-out and approach phase) engine operation modes [7, 9].

Measurement results were officially provided by Lufthansa Technik AG for validation studies of emission model of turbofan engine, which was developed in scope of Turbogas project of Clean Sky JTI company[10].
Validation results

Measured and calculated Emission Index data for NO\textsubscript{x} in dependence with measured (for conditions of measurement campaign) Fuel Flow are shown in Figure 1.
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Figure 1: Graph for measured and calculated Emission Index data for NO\textsubscript{x} in dependence with Fuel Flow and comparing with ICAO values for CFM-56-5C2/F

Calculation results of Turbogas model is lying above the curve for certification data for CFM-56-5C2/F, calculated EI NO\textsubscript{x} are higher than measured analogues (for the same conditions as in measurement campaigns). The variance of the measured data is too wide (Figure 2). The variance of calculated data (for the same conditions as in measurements) is much less, which may show that not only conditions of measurements influenced on results – some value of accuracy in measurement method must be taken in mind, Fig.3 [7]. Calculated values of EI NO\textsubscript{x} via measured ones are shown in Figure 4, most part of the data are lying inside 0.95 Prediction Interval.

![Mean Plot for measured data](image)

Figure 2: Graph for measured data of EI NO\textsubscript{x} in dependence with measured Fuel Flow
Figure 3: Graph for calculated data of EI NOx data in dependence with measured Fuel Flow

Figure 4: Calculated EI NOx via measured EI NOx with 0.95-prediction interval

**Fine-tuning of Turbogas parameters**

Regression analysis was done for EI NOx data: for measurements (Figure 5) and for calculations (Figure 6). Regression lines are fitted in 0.95 prediction intervals via Fuel Flow (FF) with following prediction expressions:

- For measurements: EI NOx = -6.0944+16.02*FF;
- For calculations: EI NOx = 0.9408+23.2864*FF.

Regression analysis was done for EI NOx calculation data (Figure 7). Regression lines are fitted in 0.95 prediction intervals via Fuel Flow (FF) with following prediction expressions: EI NOx = 0.7559+29.3372*FF
Figure 5: Line regression for calculated data of EI NOx via measured Fuel Flow

Figure 6: Line regression for calculated data of EI NOx via measured Fuel Flow

Figure 7: Line regression for calculated data of EI NOx via measured Fuel Flow for low thrust modes

4.3.17
For Low thrust modes the measurement data for EI NOx were equal to zero in total and the same tendency has been found for calculation with Turbogas model [10].

**Sensitivity analysis of Turbogas model**

Sensitivity analyses were performed for Turbogas emission model for aircraft A340-300 with engine CFM 56-5C2/F, using the input data for the cruising modes derived from the measurements performed by DLH [9]. The averaged values used for sensitivity tasks are shown below:

- \( FF_{\text{mean}} = 0.816761 \text{ g/s (Min = 0.555556, Max = 1.040000, Std Dev = 0.083559)} \)
- \( FF = 2938.0 \text{ kg/h} = 0.8161 \text{ kg/s (FF}_\text{ref} = 2814.48 \text{ kg/h} = 0.7818 \text{ kg/s)} \)
- For temperature \( Ta = 11.5^\circ \text{C/284.65K} \)
- For humidity \( H = 65.8\% \)
- For pressure \( Pa = 1009.7 \text{ mbar} \)

The objective of sensitivity studies is to investigate the changes in output (esp. EI NO\textsubscript{X}) caused by variations of input data. The following parameters are studied, with step-wise variations on 2, 5 and 10%: fuel flow, temperature, pressure, humidity.

The results of the sensitivity analysis of the Turbogas model for engine CFM56-5C2 and the appropriate dependence of EI NO\textsubscript{X} on fuel flow and ambient atmosphere conditions are represented on the following table and plot, Figure.

**Table 1**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range of parameter</th>
<th>Range of NO\textsubscript{X} (+/- %mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel flow</td>
<td>0.8161/0.8977</td>
<td>10.85</td>
</tr>
<tr>
<td>Ambient temperature</td>
<td>285 K to 313 K</td>
<td>27.7%</td>
</tr>
<tr>
<td>Ambient pressure</td>
<td>1010 mbar to 1011 mbar</td>
<td>5.0 %</td>
</tr>
<tr>
<td>Ambient relative humidity</td>
<td>66% to 72%</td>
<td>1%</td>
</tr>
</tbody>
</table>

Figure 8: EI NO\textsubscript{X} variability Vs input parameters for CFM 56-5C2/F

On the ground of the results obtained and of the comparison of the resulting differences, it can be concluded that the Turbogas model is not sensitive to air pressure and humidity. That is because the changes of these parameters input by 2% lead to variations of calculated EI NO\textsubscript{X} lower than 2%. Likewise the changes of input parameters by 5% implied variations lower than 5%. The analysis of the modeled data showed that the Turbogas model was sensitive to ambient temperature. A change of temperature of 5% implied an increase of EI NO\textsubscript{X} of 7.28%. At last the change of 10% lead to an
increase in EI NO\textsubscript{X} of 27.72\%. Based on this last tendency it can be concluded that the Turbogas model is highly sensitive to the ambient temperature.

Also the analysis of obtained results confirm sensitivity of Turbogas model to fuel flow rate. The variation of this parameter on 2\% lead to the change of EI NO\textsubscript{x}, however, the variation of input value on 10\% implied and increase of EI NO\textsubscript{x} on 10.85\%.

Conclusions

Calculated EINO\textsubscript{x} Turbogas tool for CFM-56 engine are higher than measured analogues (for the same conditions as in measurements). The variance of the measured data is very wide (Figure 22). The variance of calculated data (for the same conditions as in measurements) is much less (Figure 3), which may show that not only conditions of measurements influenced on results – some value of accuracy in measurements must be taken in mind. The method used for determination of EI NO\textsubscript{x} on the basis of measured concentrations also had an impact on accuracy: in particular, NO\textsubscript{2} was not measured but rather estimated only which cause uncertainties to increase significantly in some cases. Results from validation tasks and sensitivity analysis concluded that developed emission model of turbofan engine taking into account the influence of the real operational (fuel flow rate) and meteorological conditions on emission indexes. According to calculation results by Turbogas model, the fuel flow rate and ambient atmosphere conditions (air temperature, pressure and humidity) have a large impact on the EI NO\textsubscript{x}. In particular the sensitivity analysis showed that the model is highly sensitive to the fuel flow rate (increase EI NO\textsubscript{x} on 10.85\% in case of change it on 10\%) and ambient temperature (27.72\% increase in EI NO\textsubscript{x} in case of change it on 10\%).
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MOTIVATION OF THE BUILDING ZONE RESTRICTION AIRPORT "KIEV" (ZHULIANY) WITH PROVISION CONDITIONS OF AN AIRCRAFT NOISE AND FOR AIRCRAFT PARK DEVELOPMENTS.

Fleet article is devoted to the analysis of acoustic pollution in the vicinity of the airport “Kyiv”, studies of aircraft fleet in the present conditions and in the future. Conducting this analysis allowed the area to justify limiting development around the airport in terms of aircraft noise.

Aircraft noise is still the most important problem of environmental protection in the operation of civil aviation. Aircraft noise makes a negative impact on a wide range of people, including not only the flight and technical personnel directly related to the operation of aircraft, other workers, passengers and airport visitors, but also and most numerous category of people - the population living in the area airport. The need for reducing the adverse effects of noise are particularly acute due to the increased fleet more noisy aircraft, increasing the intensity of their operation, expansion of airports and close to the boundaries of their neighborhoods with high population density [1].

The urgency of the work is necessary, research and development scenarios of formation and distribution of aircraft noise within the residential development around the airport Kyiv/Zhulyany from the perspective of fleet and exit the airport to the international arena to address environmental and acoustic problems associated with them.

The task of research were to:

• research aircraft noise pollution on the basis of calculation scripts flights of current and prospective;
• study zone limits development area near the airport “Kyiv” (Zhuliany).

Research methods - calculation of noise contours using the INM 6.1, analysis of the results of calculation and measurement (from other sources), the synthesis of recommendations for areas of building restrictions.

Airport “Kyiv” (Zhuliany) is virtually surrounded by residential buildings on all sides, that this city airport - it always requires more attention from research aircraft noise. During the last certification airport airport “Kyiv” (Zhuliany) in 2008 identified areas of aviation noise in force until today, the scenarios according to flight schedule aircraft current year and forecast scenarios 10 years ahead.

Today the problem of coexistence and the airport, taking into account perspectives of fleet (aircraft) airport and daily approach to residential development of the territory of the airport, are particularly acute Although not primarily an economic point of view, and to protect the environment and population first.

Therefore, using calculation software (INM 6.1), is a very important study propagation of noise in the area of residential development adjacent to the airport “Kyiv”, predicting further development of airport infrastructure and in it [2].

Recent large-scale study on the airport zoning was conducted in 2008, but it involved primarily the use of aircraft like the Yak-40, Yak-42 and AN-24, and now, as already noted above, the basic aircraft is the A-320. Research in 2008 found that the standard takeoff aircrafts: Yak-42, AN-24 and Yak-40 had rates within zoning LA max 85 and 75 dB respectively, below gives practical and graphics on the areas of aircraft noise propagation (Figure 1, 2, 3) [3].
But today with the arrival at the airport «Wizz Air» airline fleet filled with more modern aircraft, which replaced the old, noisy aircraft type Yak-42, came Airbus A-320. Airbus A-320 type is practically perfect in terms of acoustic characteristics ($L_{\text{A max}}$ shall not exceed the established norms) for airports located in the modern metropolis. It outlines the noise received in 2008, including aircraft type Yak-42 exceeded the noise contours projected in 2018, but by the time the flight with his participation occurred only once a day, and to a noise factor was influential, according to the current legislation of Ukraine such flights must be at least 5 takeoffs/landings during the day period. Other studied aircraft Yak-40 and An-24 do not exceed the established areas and criteria for airport noise. Currently in the fleet are available primarily A-320 aircraft and from aviation plant An-24.
The study is conducted for the script in 2011 showed that the area $L_{A\ eq}$ paths are less than forecast in 2018. It should be noted that the standard method of flight paths of noise in 2008 and 2011 almost coincide. Therefore, additional studies that with increasing intensity of flights at the airport “Kyiv” (Zhuliany) it would be to use methods of takeoff/climb ICAO And in both directions, the calculation of which is also represented in the work. This allows you to gain an advantage of about one kilometer along the route of flight zones prohibit housing. After increasing the intensity of flight A-320 by standard methods this should also take-off zones violation of noise pollution, and this development is actually desirable because of the existing administrative and residential buildings, the high cost of land because the airport would be advantageous to operate the aircraft that fit into these area [4].

At today in the course of research work has investigated the spread of noise contours ($L_{A\ max}$) Aircraft type A-320 for the script as of 2011. Studies have shown that propagation paths of noise ($L_{A\ max}$) near the airport “Kyiv” (Zhuliany) are in the same range of 85-65 dB, due to a higher intensity for flights of more powerful aircraft like A-320. Below is a calculation of the data confirmed graphics for standard take-off (Fig. 4) and the methodology ICAO (Fig. 5) and ICAO A (Fig. 6), where each path has its own respective area of distribution in three dimensions (km$^2$, m$^2$ and acre), which allows to determine the exact location of residential areas under the influence of different levels of aircraft noise. Estimated data calculation zone propagation of noise from $L_{A\ eq}$ for 2018 will look, shown in Fig. 7 [5].
Fig. 6. A-320, ICAO A methodic: 1 – 85; 2 – 75 dBA

Fig. 7. Estimated data calculation zone propagation of noise from $L_{A_{eq}}$ for 2018 airport “Kyiv”: 1 – 75; 2 – 65.

Standard procedure

**Conclusions**

Thus, the results show that the introduction of the airport “Kyiv” (Zhuliany) manual transmission medium aircraft possible, but their noise characteristics must meet the requirements of Chapter 3 and Chapter 4 is better, Annex 16 and ICAO Convention. Modern A-320 specifications for noise standards meet Chapter 4 [6].

The basic measures to reduce aircraft noise in residential development within the airport “Kyiv” (Zhuliany):

1. Operations on how ICAO And during the night operation of aircraft;
2. gradual replacement of most noisy aircraft less noisy modern aircraft, establishing optimum noise on arrival and departure routes;
3. exclude the use of reverse thrust at landing the most noisy aircraft;
4. towing aircraft from parking areas to launch;
5. implementation of building and planning measures to reduce noise pollution around the airport “Kyiv” (Zhuliany).

In addition to:
1. provide limits residential development in the critical, the impact of noise zones;
2. recommend implementation of the airport “Kyiv” (Zhuliany) automated control aircraft noise system;
3. use the results of these studies and recommendations for implementation of measures to reduce aircraft noise near the airport “Kyiv” (Zhuliany).
Necessary to develop a new master plan for the airport and build a new forecast scenarios that will continue to justify the zone limits development in terms of noise. Forecast scenarios three years ago no longer meet the modern concept of the airport.

The airport should have a means of objective control environmental noise that will monitor compliance with regulations and the impact of noise around the airport, and thus - the requirements established zones.
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2D-MODELING OF AIRPORT TERMINAL MULTI-FREQUENCY ELECTROMAGNETIC POLLUTION

The two-dimension modeling of ecological monitoring system of airport’s terminal two-frequency electromagnetic pollution has been considered.

Introduction. A modern airport is a complex multiphysical system, that can be treated from ecological point of view in three main different ways: noise, chemical pollution and electromagnetic pollution (EMP) of environment [1-3]. The last is the object of investigation presented in these proceedings.

Mesh modeling. It is well known, that certain requirements exist, establishing maximum allowable levels (MAL) of electric tensity of the field, radiated by airport and aircraft radioequipment, for any used ranges of electromagnetic field. For example, these MAL for airport radioequipment, for frequency range 100-300 MHz, have been taken as 12 V/m [4]. In these range of frequencies work many aircraft’s radiating antennas.

Aircraft Antonov-148 uses antennas with working frequencies 118-136 MHz [5]. So, with help of Comsol Multiphysics® modeling software [6], we will predict for such a range behavior of electromagnetic field radiated by three aircrafts situated in arbitrary positions near some abstract airport’s terminal of square shape, which walls are made of thin glass. Mesh contains 45648 triangular elements. Shown only 9374 elements for good visibility (fig. 1).
**Physics.** The mathematical equation for description the physical processes for this model is the following one [7]:

$$\nabla \times (\mu_r^{-1} \nabla \times E) - \left( \varepsilon_r - j\sigma / \omega \varepsilon_0 \right) k_0^2 E = 0,$$

where $\mu_r$ - relative magnetic permeability of substance; $E$ - intensity of electric field at the monitoring point, (V/m); $\varepsilon_r$ - relative dielectric permittivity of environment; $\sigma$ - conductivity of proxy element, (Sm/m); $\omega$ - circular frequency of oscillations, (Rad/s); $\varepsilon_0 = \frac{10^{-9}}{36\pi}$ - electric constant, (F/m); $k_0 = \frac{2\pi}{\lambda}$ - wave number; $\lambda$ - wavelength of oscillations.

**Radiation modeling.** Let us take a three finite elements models (FEM) of aircrafts 1, 2, and 3 placed at 10m distance from three adjoining walls of the terminal (fig. 2). Aircrafts 1 and 2 have same isotropic antenna at the front edge of left wing, in the middle, radiating at 120 MHz (power 15 W). Aircraft 3 has an isotropic antenna at the front edge of right wing, in the middle, radiating at 135 MHz (power 15 W).

*Fig. 2 Radiation pattern (contour plot)*
All black regions on fig. 2 represent excess of MAL. Therefore, no passengers allowed in this area for possible health threat reasons.

Conclusions

Distribution of electric field is investigated for territories near airport’s terminal for three radiating isotropic antennas, installed at the front edge of the aircraft wings (120 MHz and 135 MHz). Places in which corresponding EMP MALs are exceeded have been found out. Further researches are necessary, with the purpose of EMP modeling of the real airport terminal (three-dimensional design).
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FORECASTING THE AIRPORT NOISE CAPACITY FROM MEASUREMENT RESULTS

Summary
Relatively to estimation time interval the short-term noise monitoring in vicinity of airports with low flight intensity is suggested to be applied for the environmental noise assessment with mobile station in few sensitive points instead of the calculation of aircraft noise maps only. Statistical processing of all collected sound exposure levels for appropriate aircraft fly-bys allows to develop prediction of noise impact in the selected point based just on flight intensity.

1. Introduction
Environmental noise management Directive 2002/49/EC [1] establishes obligation to express noise limit values (noise impact) at least in terms of two long-term indicators: \( L_{\text{DEN}} \) and \( L_{\text{night}} \). The value of such annual indicators highly depends from the variations of the equivalents levels \( L_{\text{Aeq,T}} \) in appropriate reference time interval \( T \) (day, evening, night) during the year. Usually the needed values of \( L_{\text{Aeq,T}} \) are obtained from calculations and presented as a noise counters on the map, while measurements are used just for results validation [2]. Common provision for aircraft noise in situ measurements are described in the standard ISO 1996-2 [3], which become as a guideline referred to general test method development. As stated in the standard the sound levels shall, if possible, be determined from sound exposure level (\( SEL \)) measurements of individual aircraft fly-bys. Looking to predict noise impact dependencies taking into account the aircrafts fleet and flies intensity, the set of measurement results of the \( SEL \) in long-enough continuous time interval (e.g. month) for selected point in the vicinity of airport include \( SEL \)'s of at least each aircraft performed fly-bys event. From these statistical data obtained a single number noise indicator can be used to describe the aircraft noise pollution in selected measurement point. If the period of monitoring is sufficiently long to collect the set of data contain acoustical information related to all types of aircraft as well practical aircraft flight trajectories in vicinity of airport. In such case these set of the data may be considered as representative. Following the standard ISO 1996-2 provisions in a such way obtained characteristics (in our case – histogram of \( SEL \) distribution and energy average \( SEL \)) may be used to extrapolate measurement results on the other time intervals, e. g. one year [4, 5]. In this study obtained from representative set of \( SEL \) data energy average sound exposure level was investigated as a indicator for prediction noise impact by calculations of appropriates \( L_{\text{Aeq}} \) level at the chosen environment point.

2. Theoretical relations between statistical and energy sound indicators
The histograms for \( L_{\text{AE}} \) (\( SEL \)) obtained by dividing the full range (from min to max value) of the acquired sound exposure levels into \( J \) intervals (e. g. a width of 1 dB) and calculating the corresponding densities of the histogram (sampling probabilities) \( h_k \): \( h_k = n_k/N \), where \( N \) is a sum of all \( n_k \) (\( k = 1,...,J \)) and \( n_k \) is the amount of \( L_{\text{AE}},L \) or \( L_{\text{Amax,S,k}} \) levels falling into \( k \)-th interval. In such a way everyone of \( k \) intervals in histogram is presented by two parameters - its middle value \( L_{\text{AE}},k \) as well its weight \( h_k \). Commonly the equivalent sound level \( L_{\text{Aeq,T}} \) for time interval \( T \), during which the histogram data were collected, can be calculated as:

\[
L_{\text{Aeq,T}} = 10 \log \left[ \frac{T_{\text{ref}}}{T} \sum_{i=1}^{N} \left( 10^{L_{\text{AE},i}/10} \right) \right],
\]

where \( L_{\text{AE},i} (i = 1,...,N, N – \text{number of fly-bys in interval } T) \) – sound exposure level of each fly-by.
As was shown in [6] that if \( N \) is sufficient large the sum in last formula can be presented on the base of corresponding \( J \)-th intervals of histogram data in the second view:
\[ L_{\text{AEq,T}} = 10 \log \left[ \frac{\tau_{\text{ref}}}{T} \sum_{k=1}^{J} \left( h_k \times 10^{L_{\text{AE}}/10} \right) \right], \]  

(2)

where \( h_k \) (\( k = 1, \ldots, J \), \( J \) – number of histogram intervals) is a weight (component) of histogram for \( k \)-th interval (sum of \( h_k \) is equal to 1 (100%)); \( L_{\text{AE}|k} \) - middle value of exposure level for \( k \)-th interval.

Formula (1) for practical use can be presented in other view separating energy mean sound exposure level and number of flights \( N \) in estimated time interval \( T \):

\[ L_{\text{AEq,T}} = 10 \log \left[ \frac{1}{N} \sum_{i=1}^{N} \left( 10^{L_{\text{AE},i}/10} \right) \right] + 10 \log \left( \frac{\tau_{\text{ref}}}{T} N \right) = \bar{L}_{\text{AE}} + 10 \log \left( \frac{\tau_{\text{ref}}}{T} N \right), \]  

(3)

where \( \bar{L}_{\text{AE}} \) is the energy average of all \( N \) fly-bys in time interval \( T \).

Similar transformations can be applied to the formula (2):

\[ L_{\text{AEq,T}} = 10 \log \left[ \sum_{k=1}^{J} h_k \times 10^{L_{\text{AE},k}/10} \right] + 10 \log \left( \frac{N \tau_{\text{ref}}}{T} \right). \]  

(4)

It is necessary to emphasize that energy mean value \( \bar{L}_{\text{AE}} \) at the same time represent a descriptor for statistical distribution of all obtained \( L_{\text{AE},i} \):

\[ \bar{L}_{\text{AE}} = 10 \log \left[ \sum_{k=1}^{J} \left( h_k \times 10^{L_{\text{AE},k}/10} \right) \right], \]  

(5)

Obtained dependences (3-5) shows useful way for estimation in long term interval in case of statistically enough number of sound exposure levels collected during the shorter measurement time. Selected sampling must at least cover full fleet of operated aircrafts and their de-facto trajectories near the point of estimation.

3. Experimental investigations by in-situ aircraft noise measurements

For the method under development a case study in the vicinity of Vilnius International Airport was carried out. By particular reasons the investigated point was selected just within the borders of \( L_{\text{DEN}} = 55 \) dBA zone for aircraft noise. This point is placed 50 m from city arterial road, where traffic noise value have a similar value. As a result the total noise level \( L_{\text{DEN}} \) at the point of study is about 60 dBA. Aircraft noise footprints (green line) as well location of measurement point (designated as M) presented in Fig. 1. The distance of point M from the airport runway is equal to 3.9 km. The measurements were accomplished during January of 2012 and used to check possibility to estimate 2011 year average value from the number of flights as well to compare with the calculation results. The sound pressure level was calculated by formula (3) and (4) from one month duration measurement results and it is presented as a histogram of sound exposure levels and shown in Fig. 2. The energy average SEL values are presented in Tab. 1. Important to emphasize that SEL values were calculated for different time intervals of estimations during the one month measurements: day (12 h, 06:00-18:00); evening (4 h, 18:00-22:00) and night (8 h, 22:00-06:00), remain similar. It looks logical because statistically representative sampling during different time intervals of day covers all variances in aircraft acoustical and performance characteristics.

<table>
<thead>
<tr>
<th>Energy mean values of ( L_{\text{AE}} ) (dBA) for aircraft fly-bys at the point M during one month</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>84.7</td>
</tr>
</tbody>
</table>

For better understanding influence the changes in the fly intensity on different parameters the number of everyday fly-bys (\( N \)) during the month of experiment is presented on Fig 3. Number of fly-bys during long time intervals is used to calculate long-term noise metric in accordance with formulas (3)-(4).
Changes in the number of flights above the point M related not only to schedule, but also to weather conditions, especially a wind direction. Totally during time of experiment in airport was implemented 2243 flight operations in all directions, while in the point M was fixed only 885 fly-bys.

Fig. 4 shows $L_{DEN}$ and $L_{night}$ everyday values of aircraft noise assessed by two approaches. First apply full histogram data off all fly-bys [formula (4)] and next apply energy mean value [formula (3)]. Obtained results compared with directly every day from sound exposure levels measured $L_{DEN}$ and $L_{night}$ values [formula (1)]. The differences in results by the days in Fig. 4 show, that if the number of flights become smaller, statistical approach not applicable and we watch dissipation in results obtained in different ways. But, if measured set of data become statistically representative, like in case for full month measurements, we obtain similar results as that is showed in Tab. 2.

To check possibility of suggested approach to foresee annual value from one month measurements the 2011 annual aircraft noise levels at point M was assessed using in 2012 Year January measured data histogram (Fig. 2). Total energy average $SEL$ is presented in Tab. 1 and Tab.3 due to flight intensity applying formula (3). The results are presented in Tab. 4 for comparing with 2011 results measured with permanent noise monitoring stations at points 1 and 2 (Fig. 1). Results in Tab. 4 are in a good conformity with calculated annual specific aircraft sound pressure values in the point M, -n Fig. 1 the point M is placed on aircraft noise contour 55 dBA.

Developing this approach assuming that representative value of $SEL$ energy average in selected point is 84.8 dBA (Tab. 1) from formula (3) predicted noise pollution in selected vicinity of airport point may be calculated just from aircraft fly-bys. Fig. 5 and Fig. 6 show $L_{Aeq}$ dependence from various reference time periods as a function of aircraft fly-bys number N and more practical fly-bys hourly intensity value ($N/T$).
Fig. 4. Measured and assessed by formula (4) $L_{DEN}$ (a) and $L_{night}$ (b) values of aircraft noise in point M.

Table 2
Monthly aircraft noise sound pressure levels (in dBA) at the point M during day (06-18, 12h), evening (18-22, 4h) and night (22-06, 8h) periods, directly measured and estimated from mean SEL values.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>$L_{day}$</th>
<th>$L_{evening}$</th>
<th>$L_{night}$</th>
<th>$L_{DEN}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessed</td>
<td>50.7</td>
<td>51.2</td>
<td>47.3</td>
<td>54.9</td>
</tr>
<tr>
<td>Measured</td>
<td>50.8</td>
<td>51.1</td>
<td>47.4</td>
<td>55.0</td>
</tr>
</tbody>
</table>

Table 3
Aircraft fly-bys number at point M in 2011

<table>
<thead>
<tr>
<th>Day</th>
<th>Evening</th>
<th>Night</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>6850</td>
<td>2056</td>
<td>1641</td>
<td>10547</td>
</tr>
</tbody>
</table>

Table 4
Measured (at points 1 and 2) and estimated (point M) 2011 annual aircraft noise sound pressure levels (dBA)

<table>
<thead>
<tr>
<th>Point</th>
<th>$L_{day}$</th>
<th>$L_{evening}$</th>
<th>$L_{night}$</th>
<th>$L_{DEN}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>46.9</td>
<td>48.3</td>
<td>43.2</td>
<td>51.1</td>
</tr>
<tr>
<td>2</td>
<td>56.9</td>
<td>58.7</td>
<td>51.6</td>
<td>60.5</td>
</tr>
<tr>
<td>M</td>
<td>51.2</td>
<td>50.7</td>
<td>46.7</td>
<td>54.5</td>
</tr>
</tbody>
</table>

For example fig. 6 forecasts that in case of flight intensity not more than 1 flight per hour (in our case that happens at night, Fig. 3, and also in evening periods) the $L_{Aeq}$ values will not exceed $SEL=84.8$. 

Fig. 5. Dependencies to predict equivalent noise level from number of fly-bys

Fig. 6. Dependencies to predict equivalent noise level from fly-bys intensity
50 dBA. In day periods when intensity grows till 3 – 4 flights per hour the $L_{Aeq}$ values will not exceed 55 dBA in point M.

In the moments of fly-bys near observation point the immediate noise impact duration can be evaluated from Fig. 7 and Fig. 8. Obtained noise estimated during different reference time give a big variety in values. For example the aircraft event noise is hearing on the ground on average 40 s and appropriate average outdoor sound equivalent level is about 68 dBA.

**Conclusions**

It is shown theoretically and by results of experimental study that noise indicators, represented by as logarithmical function, such as a sound exposure level value, and collected by measurements as a statistically representative set of data, contain important information applicable to specify noise pollution. An obtained relation presented graphically and allows using the histogram of sound exposure levels calculate long-term sound pressure levels in the vicinity of airports, while energy average can be used as a sound exposure rating value.

Additionally shown that energy mean sound exposure value obtained during measurements carried out comparative shortly to estimation time interval may be used for forecasting (prediction) long term noise indicator values just on the base of flights number (or hourly flight intensity).
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The European Union has widened the Emission Trading Scheme (ETS) on the airlines. Flights starting or landing at the EU’s airports have to attest certificates for their CO₂ emissions. Lots of airlines and states complain against ETS being unsupportable, anticompetitive or unfair. An ethical evaluation of these arguments is tried.

1. Introduction

Climate change is a more and more challenging development for the nations of the world. Though aviation plays only a minor role in the anthropogenic part of global warming, it is however seen as one of the most harming industries, especially the most harming transport mode. The reason is the high growth rate this industry was able to show over the last decades and the high dependency on fossil fuel.

Nearly all players of the aviation industry show on their different press releases, web pages and other public information all what they do to reduce their climate footprint. Therein is no difference if it is a public institution or a private one, if it is a lobby group or the corporations themselves. So it would be expected that any initiative which doesn’t harm too much the daily business would be highly welcomed. But it has to be realized that the initiative of the EU which started in 2008 and is now implemented since January 2012 is more and more contested. It is still open if the EU will be able to pursue ETS for aviation as foreseen.

In the next chapter ETS will be introduced with its implications for aviation. Especially the competitive situation of airlines of different parts of the world will briefly be analyzed. On this base the reactions of the different institutions, public institutions as well as lobby groups and airlines will be described, before they are ethically analyzed finally.

2. Inclusion of Aviation under the European Emission Trading Scheme

2.1. Background

The idea of any Emission Trading Scheme (ETS) is to internalize the external cost of the harming effect of CO₂ emission. It is a question of fairness that those harming the society because they attribute with their emission to climate change have to bear the cost the society so far has to cover. Since these emissions have a global effect it would be best to find a global solution because each regional solution might have some anticompetitive effects.

The EU ETS – implemented for several industries in 2005 (European Commission, 2010) – is a supranational policy instrument aiming to reduce greenhouse gas emissions. The primary objective is to achieve the climate protection target that was defined in the Kyoto Protocol 1997 (Heymann, Härtel, 2011). In October 2008, the European Council adopted a resolution to integrate air traffic into the European ETS in order to counteract the rapidly increasing greenhouse gas emissions of the aviation sector. Contemporarily, air traffic accounts for approximately 3% of the global CO₂ emissions, however this proportion is expected to double until 2020 (Faber & Brinke, 2011). Accordingly, any airline departing from or arriving at an airport located in the European Union as well as Iceland, Liechtenstein and Norway is required to attest certificates for the CO₂ emitted during the entire flight (Directive 2008/101/EC Annex). Flights flying through the European airspace without stopovers are not affected.

2.2. Methodological Implementation

ETS works on the basis of “cap and trade” indicating that there is a limit of total CO₂ which the industry is allowed to emit. For 2012, the limit for aviation “(the cap) is set at 97% of the average
total emissions in the years 2004-2006”, resulting in approximately 213 million tons that are added to the total amount of CO₂ emissions traded through the EU ETS so far (Directive 2008/101/EC). The system in itself is half-open and works one way: allowances can only be sold within the aviation sector, however also be bought from participants of other industries. There is a fine for every ton CO₂ that is not covered by allowances (Directive 2008/101/EC).

The allocation of certificates will be executed as follows: the CO₂ emission of 2004 – 2006 of the aviation industry are taken as the baseline and related to the transport capacity of 2010. Thereby, 82 % of allowances are given to airlines for free. Furthermore, 15 % are sold by auction within the aviation sector and the remaining 3 % are kept for new or rapidly growing airline operators. Revenues generated through these auctions will be allocated to the respective airline’s country of origin – in case of non-EU-airlines to the country where they auctioned their emission rights – and are supposed to be reinvested for climate protection measurements.

![Figure 1: Allocation of Emission Allowances 2012 / 2013-2020](image)

Adapted from Lufthansa Policy Brief, 2011

From 2013 to 2020, the amount of emission allowances is reduced by 5 % in reference to the baseline values from 2004-2006 (Heymann, Härtel, 2011). However, due to the fact that emission allowances can also be bought from other industries, the system will still allow airlines to grow because other industries have high reduction potential by the usage of alternative energies.

### 2.3. Competitive Impacts

The idea of the EU is that all airlines on the same route have to participate in the same way in the trading scheme – so far it is competitively fair, paying per ton of emission. The open question is if the definition of the relevant market being a single route as chosen by the EU Commission’s competition authority is the correct one or if the network should be the relevant market.

The EU has set a benchmark for the allocation of free emission rights to encourage more efficient carriers. This leads to an advantage of long haul flights compared to short haul flights and of higher seat load factors and denser seating. In contrast to this airlines with an above average growth rate will see a disadvantage insofar that they have to auction more rights. So the 10 biggest non-European network carriers get 75.6 % of their needed rights for free, whereas the 10 biggest European ones get only 65.4 % for free because of their European feeder network. The 10 biggest European low cost carriers will get 67.5 % for free, according a calculation of the German Aerospace Center (Schäfer et al. 2010).

The European network carriers face further competition by non-European carriers, using 6th freedom rights. On routes to south-east Asia the European carriers mostly fly non-stop whereas e.g. Turkish Airlines competes flying from the European airports via their hub Istanbul and then on to the end destination. Whereas the nonstop flying carriers have to cover for the whole distance the ETS cost, Turkish Airlines does it only up to their hub, an increasing cost advantage. But the passengers still have the advantage of a nonstop flight. Another example can be seen in the competition between European and non-European carriers competing for passengers flying between...
the North Atlantic and the Middle East. If the intermediate hub is outside the EU, the airline doesn’t pay anything about ETS, whereas the European carriers have to cover it for the whole journey.

3. Reactions of Airlines, Airline Associations and states

The integration of air traffic under the EU ETS has caused widespread criticism under European and international airlines, airline associations and the respective states. The key arguments against the scheme are the competitive distortions resulting from the implementation, the consequential financial detriment, the EU ETS as a local approach to a global issue as well as legal concerns regarding the EU charging for routes over extraterritorial areas. In this context, the following paragraphs present different standpoints from airlines, airline associations and prospective states as well as the contemporary stance of the involved EU institutions.

3.1. European Reactions

The Association of European Airlines (AEA) “has consistently embraced the concept of ETS as a useful tool in the drive to manage the industry’s greenhouse gas emissions” and considers it as essential from a business and ethical point of view to address this issue (AEA, 2007). Similarly, the European Low Fares Airline Association (ELFAA) stands behind the scheme and stated that “ETS is the most environmentally effective mechanism for tackling aviation’s impact on climate change” (Reals, 2011). The majority of European airlines, however, do not share this opinion, as well as these lobby groups have changed opinion. So AEA spoke 2011 of institutional incompetence (AEA, 2011).

Lufthansa is afraid of the EU ETS “becoming a fiasco” (Karp, 2011) and particularly points out the cost side as the costs arising from the implementation may have negative effects on demand and hence on overall financial results. The company expects the shares of the emission allowances that have to be purchased between 30 and 40 % (Lufthansa Policy Brief, October 2011). Despite the belief of the EU Commission that airlines will be able to pass costs to the ticket price, the low expected worldwide airline margins will make it hard to raise prices. Furthermore, competitive distortions are a further major argument. Whereas EU-carriers have to surrender emission allowances for almost their entire network, non-EU carriers are only proportionally affected (Emirates 20 %, Air China 16 %, American Airlines 12 %, (Lufthansa Policy Brief, 2011).

Air France KLM stresses the competitive distortions. The former Air France president, Pierre-Henri Gourgeon, summarized it: „A carrier whose hub is located outside the European Union yet flies passengers from one side of the planet to the other while circumnavigating Europe, would have an unfair advantage over airlines with a hub in Europe. Some traffic flows would be diverted from European to non-European hubs and the efforts asked of European airlines in the fight against climate change would be wiped out“ (Buyck, 2011). The company thus calls for a global solution and encourages the dialogue between national authorities, the European Union and the ICAO.

Willie Walsh, CEO of International Airline Group, owning British Airways and Spanish Iberia, urged the EU to delay plans to charge non-European airlines because of fear of retaliation measures by several countries protecting their own industries (Guardian 2011). The other countries might block flights by EU carriers or impose taxes.

In contrast Easyjet has been supporting the integration of air traffic under the EU ETS since 2003 under the conditions of the inclusion of non-EU carriers, the penalisation of environmental inefficiency and the support of environmentally efficient growth.

Ryanair however again heavily criticizes the consequences of the EU ETS, which according to Peter Sherrard, Ryanair Head of Communication, are particularly of negative nature and “do nothing whatsoever for the environment” (Ryanair Ltd., 2006).

The common denominator most EU-carriers share lies in the expectation of distorted competition and significant subsequent impacts on the economic performance as well as in the fear of the consequences of international reactions.
3.2. International Reactions

The decision of the EU to integrate international airlines into ETS have caused sharp international criticism and formed powerful oppositions. Though the strategy of the EU is known at least since 2003 when the first Directive about the inclusion of aviation was published, most of the reactions happened during 2011, the year before the introduction. Near the end of 2011 the reactions became even sharper, especially that not only airlines reacted but also a number of states the airlines are based in.

The China Air Transport Association and the Arab Air Carriers Organization have called the EU to reconsider their stance on the EU ETS. The Air Transport Association of America as well as the biggest U.S. airlines have brought the case to the European Court of Justice to examine the conformity with international law (NBAA, 2011; OJ 25.9.2010). They see an infringement of the Chicago Convention, the EU-US open skies agreement and the Kyoto Protocol.

The International Air Transport Association IATA also clearly takes positions against the EU ETS. CEO Tony Tyler described it as a “hornet’s nest” that needs to be resolved (Karp, 2011). The EU should first consider a global approach to aviation emissions and aims to achieve cooperation between the EU and ICAO.

In the last months the situation has changed so far that now not only airlines complain but also states start to react. 25 countries including Russia, India, China, Brazil and the U.S. have threatened EU-carriers to withdraw landing permits and rights to fly over their territory. Already in march 2011 the Directors General of Civil Aviation Middle East Region challenged the European scheme, but did not yet claim for counter measures (DGCA-MID/1-WP/27).

China has first argued that “the EU needs to take into account the different development status of countries” as the head of the CAA of China argues (Jing 2011). Then they have even threatened to cancel profitable purchase orders at Airbus. On top of this they intend to impose a tax for European airlines which would cover the cost of Chinese airlines they have to pay for ETS (Guardian 2011) and, together with India, forbid their airlines to participate. 10 airlines of the 2 States were the only ones not handing in the required data in May 2012.

Meanwhile, the U.S. House of Representatives has emitted the “European Emission Trading Scheme Prohibition Act of 2011”, which forbids US airlines to participate in the EU ETS (NBAA, 2011; atwonline 2011). The resolution was accepted by the majority and sent to the Senate. The main reason is the opinion that the EU cannot be allowed to install unilaterally a regulation which affects the sovereignty rights of non-EU countries by regulating emissions outside of EU airspace.

Recently, the Indian government has taken the opposition’s lead. The Ministry of Civil Aviation has gathered 25 other members of the ICAO council to elaborate a consolidated opposition against the inclusion of non-EU aircraft operators into the EU ETS (euractiv.com 04-10-2011). With the New Delhi joint declaration as the baseline, the ICAO Council adopted a non-binding working paper on 31. October 2011, initiated through the Indian representative. This paper basically reaffirms the role of the ICAO concerning environmental protection measures in the aviation sector and calls for coordinating a climate protection agreement between all stakeholders. At least all non-European carriers should be exempt from the regulation (airliners.de 3.11.2011).

Against growing international resistance, the European Union did not show any willingness to compromise. The European Court of Justice came to the conclusion that the integration of non-EU carriers into the EU ETS conforms to international law (Prolog, 2011). In addition, it threatened Asia and the United States with landing prohibitions in case they would not take part in the system. The EU reaffirmed that if extra-European countries present similar approaches to reduce aviation CO2, they might be excluded from the scheme or that only flights out of Europe might be affected (Directive 2008/101/EC).

4. Ethical Evaluation

When we try to evaluate ethically the argumentations of the different airlines the main question has to be how far such a system can be fair, and how far it is fair in the current stage. Internalization of external cost is currently the most accepted way to deal with global problems like climate
change, at least from a more theoretical viewpoint. Also from an ethical viewpoint this doesn’t change since it is mostly accepted to pay for what you get.

It is understandable that an industry with an extreme low profit margin is more against an extra cost burden than other industries. But the costs of ETS are often overestimated and vary a lot. According to some recent calculations the cost of ETS will vary between 0.77 % and 1.51 % of the overall fuel cost in 2012 and between 1.44 % and 6.85 % in 2020 (Bloomberg 2011), according a low or high carbon price and a trend forecast for the energy prices. So we can conclude that the effect will be by far below the impact of energy price variations the airlines have overcome already with limited demand reactions.

An argument of higher ethical relevance is the one put forward especially by China: developing countries shouldn’t underlie the same regulations as the developed countries. Since CO₂ emissions remain for years in the air the current problem of climate change is more caused by the last generations of the western world than by the current generation of the developing world. So the western world should give the developing world a chance to develop by setting different reduction limits. This would be applicable especially for domestic or regional air services – but these services are not affected by ETS. The intercontinental services especially between the developing countries and Europe compete with the European carriers for the same passengers. So if we abandon ETS for carriers out of these countries would give them a further cost advantage having already lower overall cost. Would this be fairer?

More interesting is the situation that the developing countries will suffer more of climate change compared to the western world. This should make them more aware of the situation, and this even more that the competitive disadvantage is more on the side of the European airlines.

More critical out of an ethical viewpoint is the self-presentation of a lot of airlines and especially of their lobby groups and the contradicting argumentation against ETS. They all try to show – more or less intensely – what they do for the environment, how far they have improved, and what the goals are they intend to achieve in the future. They all follow the NIMBY strategy (not in my backyard) – something good has to be done, but not by me. They follow mainly a very opportunistic behaviour based on limited rationality. According ethical theories they follow the Adam Smith based theory of egoism what in case of imperfect markets – and markets with external costs are imperfect – cannot lead to optimal solutions. This behaviour though these carriers have already a competitive advantage with the current regulation.

The often issued argument that only a global approach will be acceptable can be estimated as following the utilitarianism theory concentrating on the collective welfare. The EU tried to be as global as possible, but this is just one of the points often criticised, arguing the EU has to concentrate on European territory. So it has to be questioned if they really wait for such a solution well knowing that it will take years to achieve such a goal if at all it might be achievable. ICAO deals with ETS already since 2007 though no conclusion is foreseeable. A wait and see approach at least risks to increase cost in the future tremendously.
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ICAO’S BALANCED APPROACH TO NOISE MANAGEMENT AND ITS INFLUENCE ON THE ECONOMIC IMPACT OF AIR TRANSPORTATION

Caused by rising noise awareness more and more airports introduce operating restrictions harming their positive economic impact. To find a fairer solution, ICAO established the Balanced Approach in 2001. It consists of four pillars: reduction of noise at source, land-use planning and management, noise abatement operational procedures and operating restrictions.

1 Introduction

With rising living standards noise is more and more seen as a harming factor of the quality of life. The increasing noise awareness of the population especially in the Western world is the main driver for more and more intense regulations especially of airports. The aviation industry itself was able to reduce the noise per movement by new technologies especially up to the year 2000 about. But this reduction was paralleled by a high increase of movements which influenced more the perception of the population. However, in lots of cases people moved nearer to the airports – a sign of inappropriate land-use-planning around the airports.

The impact of these regulations on airlines is quite different according to different business models. Scheduled intercontinental services need often the late evening or very early morning arrival or departure time to optimize the different time windows they have to use on their flights. Holiday and some low cost carriers offer night flights to get a higher utilization rate of their aircraft. Evenmore affected are the cargo and especially the integrator carriers; to guarantee overnight deliveries they have to use night flights. These carriers feel often unfairly treated as the other business models get more capacity at day time whereas their capacity is more and more restricted over time.

2 ICAO’s Balanced Approach

2.1 Background

Noise problems are increasing because air traffic is growing and the sensitivity against noise becomes stronger. The number of people exposed to aircraft noise has increased considerably in the last half of the 20th century, and it still shows a positive trend for the future. This affects a growing number of airports worldwide. Increased public awareness of people affected in areas adjacent to airports has aroused community opposition to aircraft noise leading to opposition towards any kind of airport decision relative to capacities. In absence of a coordinated global approach, airports and airport authorities imposed own individual measures, including especially operating restrictions limiting airport capacity and the free flow of air traffic. Local, national and regional noise restrictions escalated worldwide, in order to address the concerns of the people affected. Since the 1970th several noise mitigation measures were introduced primarily in form of operating restrictions at individual airports to counteract this development (see figure below). [1]

However, the proliferation of uncoordinated noise mitigation programs at airports worldwide provoked the risk of disturbing the aviation system. On the one hand, airports suffer under limited opportunities to expand the infrastructure according to demand. On the other hand, aircraft operators face a high economic burden due to the arbitrariness of the implementation of noise mitigation programs at airports throughout the world.

4.3.39
The uncoordinated approach of individual airports led to cumulative disputes between the different stakeholders and nations. Consequently, the necessity of a more common framework on a global level gained more and more weight. Thus, ICAO elaborated a consistent and coordinated way to face this issue in an environmentally responsive and in the most cost-effective manner. Furthermore, it should promote consistency, harmonization and transparency in international civil aviation.

2.2 The concept
In the 33rd Assembly in 2001, ICAO published the concept of the “Balanced Approach” in 2001 to noise management [2] which is based on the four principal elements:
(1) reduction of noise at source,
(2) land-use planning and management,
(3) noise abatement operational procedures and
(4) operating restrictions.

Since there are significant regional differences the Balanced Approach was formulated to be applied on an airport-by-airport basis to ensure the flexibility needed in order to be able to adjust and apply it according to specific circumstances. All principal elements should be considered equally. However, operating restrictions should only be implemented as a last resort and, if implemented, an appropriate phase-in time should be granted so that airlines can adjust their business plans according to the new circumstances. The four elements do not represent a fixed catalogue of potential measures, but rather four main pillars which can be extended by various measures.

In order to select the optimal measures for the particular airport and to ensure transparency, a comprehensive noise assessment and evaluation process should be performed consisting of the following steps [3]:
(1) assessment of the current and future noise impact at the airport concerned, compared to the noise objective to be achieved;
(2) evaluation of the likely costs and benefits of the various measures available;
(3) selection of measures with the goal to achieve maximum environmental benefits most cost-effectively;
(4) provision for dissemination of the evaluation results;
(5) provision for consultation with stakeholders at different stages from assessment to implementation;
(6) provision for dispute resolution.

The Contracting States committed themselves to adopt it on national level. The Balanced Approach has been amended continuously in the following ICAO Assemblies. For instance, public involvement was incorporated into the assessment and evaluation process to underline the vital importance of the participation of the people affected in this process [4].

2.3 The instruments

The four pillars of the ICAO Balanced Approach to noise management incorporate several measures that can be used to mitigate the noise level at airports. In order to get an overview of the available measures, we will briefly introduce the different elements of the four principal categories [5].

The reduction of noise at source has proven to be one of the most effective means to limit aircraft noise. Instruments in this category are typically the result of extensive research and development in the fields of aircraft and engine design, and thus are not initiated by or within the control of individual airports. Instead, they are induced by the adoption and implementation of noise certification standards in Annex 16, Volume I, to the Chicago Convention. Measures involve the introduction of newer, quieter aircraft types, as well as the reduction of acoustic output of existing aircraft types by modification.

Land-use planning and management measures aim at achieving compatibility of the land-use surrounding an airport with its activities. In order to reduce the number of people affected, airports have the choice among several options which can be further grouped into:

1. planning instruments: comprehensive planning, noise zoning, subdivision regulations, transfer of development rights and easement acquisition;

2. mitigation instruments: building codes, noise insulation, reallocation measures of buildings;

3. financial instruments: capital improvements planning, economic incentives, noise-related airport charges for covering the expenses of alleviation or prevention of noise impacts.

Land-use planning and management means, particularly those of the categories (1) and (2), are appropriate during the design stage of new airports, since a proper planning process can mitigate ex ante the negative impact of aircraft noise on surrounding communities. Also existing airports can achieve positive impacts by applying land-use measures such as funding of soundproofing and construction of noise barriers and, in the long-term, the acquisition of property. Land-use planning and management measures can significantly reduce the adverse effects of aircraft noise in the vicinity of airports and should be taken into account by airports and authorities in order to minimize the number of noise affected people.

Noise abatement operational procedures reduce aircraft noise by changing the way how an aircraft approaches to or departs from a particular airport. There are several operational measures which can significantly reduce the aircraft noise exposure: Noise preferential runways and routes concentrate flights over the least noise-sensitive areas, or at least to evenly distribute the noise disturbance among the surrounding areas. Furthermore, the use of low noise flight procedures for the take-off and landing can achieve lower noise levels at comparatively low cost. The appropriateness of any of these measures is subject to the physical lay-out of the individual airport in its surrounding. In all cases, though, the procedure must give priority to safety considerations. Furthermore, several operating procedures constrain aircraft ground operations. Limiting engine-run up and using the aircraft’s auxiliary power unit in noise-sensitive areas or during a certain period of time, further reduces the level of noise exposure to the surrounding community can be further reduced.
Operating restrictions refer to noise-related bans or limitations in the operations of all or certain aircraft types at a particular airport. In order to limit the impact of aircraft noise especially during the most sensitive time periods, they are often of a temporary nature. Operating restrictions can be classified into global, aircraft-specific, partial and progressive restrictions. Potential measures of this group are cap rules and noise quotas. Cap rules define a maximum number of operations permitted for a particular period of time, whereas noise quotas allow for a limited, cumulative level of noise that determines the actual number of aircraft movements. However, while all elements should be considered equally, operating restrictions should be considered as a last resort.

2.4 Noise management at European airports

In Europe, airports have already implemented several noise mitigation measures according to existing national legislation and complementary Union legislation.

Concerning noise reduction at the source, Directive 2006/93/EC regulates the operation of chapter-3-certificated civil subsonic jet aeroplanes. Furthermore, issues of land-use planning and management as well as noise abatement operational procedures fall into the exclusive legal competence of the respective Member States. Therefore, no harmonized approach can be found on European level.

In March 2002, the EC adopted the Directive 2002/30/EC [6] concerning the rules and procedures for noise-related operating restrictions at Community airports. The main objective of the Directive is to provide a common framework for the Member States to facilitate the introduction of operating restrictions of marginally compliant aircraft in a consistent manner at an individual airport level. The Balanced Approach as of 2001 was explicitly adopted into EU law and is defined in detail and in full consensus with the ICAO approach in Article 2(g).

In 2007, a first review on the application of Directive 2002/30/EC [7] has been carried out in order to evaluate its effectiveness. The study’s strategy was based on a three-fold approach. Firstly, it contains an extensive analysis of aircraft movements in the base year 2002 and 2006 at 70 EU airports currently or potentially soon to be covered by the Directive’s traffic limit of 50,000 aircraft movements per annum. Secondly, the same airports and other stakeholders have been interviewed and were asked to provide facts and figures on operating restrictions and other measures related to noise management. Thirdly, noise contours were modeled for five case study airports to estimate the effect of banning marginally compliant aircraft.

The surveyed airports indicated heterogeneous experiences with the legislation. The study results have been summarized by the EC[8]. As pointed out by the report, the present Directive is not sufficient to reduce noise around airports, particularly with regard to a growing traffic demand. Furthermore, measures of the Directive have been implemented by only a limited number of Community airports. Before a formal decision on further steps is made, the Commission expressed its willingness to receive comments from the stakeholders.

Furthermore, it should be taken into account that the implementation of the Balanced Approach by Directive 2002/30/EC is only one instrument which has to interact with several other measures on national level to solve noise problems within the European Union. This shows that the elements and the various measures within the Balanced Approach are existent in the Member States, however, have not yet been implemented in an integrated approach as intended by ICAO. The proposal of the airport package of December 2011 intends to give more importance to the introduction of the Balanced Approach [9].

2.5 The US approach

The US aviation noise policy differs in its application compared with the approach applied in the EU. In response to the proliferation of individual operating restrictions, the US Congress enacted in 1990 the Airport Noise and Capacity Act (ANCA) to guarantee a coordinated and consistent approach for all airports in the United States. This regulation, implemented by the FAA (Federal
Aviation Administration) in 14 CFR (Code of Federal Regulations) Part 161 [10], establishes a program for reviewing noise and access restrictions concerning Chapter 2 and Chapter 3 aircraft. Hence, the competence of the airports’ authority to implement operating restrictions was reduced significantly. After the entry into force 1990, all restrictions affecting operations of Chapter 3 aircraft have to be approved by the FAA while existing restrictions were granted as grandfather rights. Airport proprietors have to apply for the implementation of an operating restriction which will then be evaluated by the agency.

A central element of the US approach for the selection of potential capacity-related airport projects, such as noise mitigation projects, is the cost benefit analysis (CBA) [11]. This guidance provides a consistent approach for comparable analyses. So the concerned airport has to prove the cost-effectiveness of the proposed measures. The systematic US approach with regard to operating restrictions considers a broader point of view on a federal level with the aim to ensure the functioning of the aviation system considering a great variety of aspects which might cause adverse effects (e.g. safety and economic issues).

Established prior to ANCA, 14 CFR Part 150 was issued under the authority of ASNA (Aviation Safety and Noise Abatement Act) of 1979 and is another central element in the Federal Aviation Regulation (FAR) of the United States. The aim was to standardize the process of identifying noise and land use incompatibilities and to develop effective abatement strategies. The regulations in Part 150 are voluntary, however, the rate of participation is quite high since Federal grants for noise abatement projects can be achieved. With these regulations as described above the United States already integrated all elements of the Balanced Approach into its national aviation noise policy. The Balanced Approach has also been subject to the second stage negotiations concerning a more liberal Open Skies Agreement between Europe and the US.

As in the U.S. the ICAO requires for every airport to combine and assess possible measures planned in the context of the Balanced Approach with a preceding economic analysis [12]. This analysis, may it be done in form of a benefit-cost analysis (CBA), a cost-effectiveness analysis (CEA) or a sensitivity analysis to fulfill the different needs of all involved stakeholders. So all measures are weighed carefully against each other and operating restrictions are not chosen prematurely. However, for Europe it was assumed that economic impact studies are not done in any case to assess the effects of noise abatement measures. However an analysis of economic impact studies showed that in general all air transport activities contribute to a large extent to the prosperity of a special region. Cargo and express operators with their night movements fulfill a special role in this framework. In the case of the implementation of operating restrictions, often even in the short-term and only politically determined, without an investigation of other alternatives a negative impact on the prosperity of a region in terms of job and income losses is foreseeable.

3 Conclusion

The overall analysis in the previous chapters has shown that it is very important, that successfully established transportation networks can operate for several years without deeper regulative intervention changes like in the form of operating restrictions as there is not much flexibility to change existing networks and adapt to new market conditions. Lacking planning security might lead to abandon operations completely or to switch to another location to the price of sunk costs. A prominent example is DHL and the relocation of its European hub from Brussels to Leipzig/Halle in 2008. Nevertheless, the population around airports’ vicinities has to be protected from increasing aircraft noise. In order to solve this conflict the ICAO has developed the Balanced Approach with its four pillars to reconcile the different interests in order to find the most suitable solution on an airport-to-airport basis.

This process includes that a CBA is done for every planned measure in the light of the Balanced Approach, what shall guarantee to find the most cost-effective and most efficient option to handle noise problems correctly. We identified some potential improvement points resulting in the following recommendations:
If measures are planned at an airport, all of the four pillars of the Balanced Approach should be regarded, especially by taking into account a preference of the first three ones against the operating restrictions. The first three pillars can already have a positive impact at lower cost as the fourth pillar can result in high economic disadvantages especially when an airport has a special traffic mix.

For every intended measure linked to the four pillars a CBA should be undertaken in order to develop a set of alternatives to define the best one or a combination.

The CBA should take the situation of all concerned stakeholders into account.

Furthermore, the CBA should include monetized environmental benefits/disbenefits (with regard to noise) and monetized economic benefits/disbenefits (with regard to traffic figures/performance figures) which have to be compared to each other.

With regard to the economic benefits/disbenefits it is very important that established and proven scientific metrics (e.g. employment, value added, and contribution to GDP) are used in order to facilitate comparisons between airports. The FAA can serve as a good reference case here as it already provides detailed information on CBA conduction and common standards [13].

All in all, these are first considerations how the current handling of the Balanced Approach framework especially with regard to CBAs could be improved.
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APPRAOCHES TO NOISE INFLUENCE ESTIMATION TO HUMAN HEALTH TAKING TO ACCOUNT SOME OTHER PHYSICAL FACTORS

Negative noise influence to the population health may be significantly amplified in combination with other physical factors (e.g. vibration, electromagnetic fields etc.). Principles of noise influence estimation in combination with other physical factors are discussed. Results of combined estimation of noise influence in combination with electromagnetic fields for the territory of Togliatti city of Russia are presented. Data of different illnesses ranging and of correlation-regression analysis are discussed.

1. INTRODUCTION

As a function of many variables, population health represents an integrated indicator of environmental quality. It has been found that the combined influence of environmental factors on human health may yield different effects. For example, the common children’s sickness rate depends both on air pollution with carbon monoxide, and from the city noise. Incidence rate increases (synergistic effect) with the combined effect of both factors. The prevalence of allergic diseases significantly affects by the atmospheric pollutions and poor housing conditions. In combination of these factors disease incidence increases more rapidly.

The same situation is with physical factors joint influence. It is well known that noise influence to the human health may depend on the temperature rate. Some efforts of Russian scientists are devoted to research of noise influence and effects to human health in combination with electromagnetic fields, vibration, ionization and other physical factors. Some approaches and results of Russian experience are described in this paper.

2. BRIEF ANALYSIS AND EXAMPLE OF APPROACHES TO NOISE INFLUENCE ESTIMATION TO THE HUMAN HEALTH

In Russia for estimation of noise influence to the health of population typically different approaches are used:
- analysis of inhabitants complaints to noise disturbance;
- analysis and comparison of population sick rate in database of Russian medical institutions (polyclinics, hospitals etc) with measured results of noise measurement for the certain territories;
- Inhabitants self-estimation of health state depending on the conditions of protection from noise disturbance etc.

The following criteria of determination of risk of noise damage of the population health are suggested by authors (table 1).

As an example of approaches to estimation of noise influence to the health of population used in Russia let us show some results of estimation of noise impact to the health of population of Komsomolsky district of Togliatti city of Russia. Investigation of noise impact to the health of population included statistical data analysis of illnesses related with biological impact of noise to the inhabitants. The group of such illnesses includes in total 14 units of illnesses: cardio-vascular system, nervous system, alimentary canal etc.

Materials of population of Komsomolsky district of Togliatti city primary coming to the medical institutions for advice for the certain time period were used as sources of information about population sick rate. Using of certain procedures (one of which is method of I.A. Liepa) together with collaborators of the Institute of ecology of Volga basin of Russian Academy of Science estimation of parameters of equation of the plural linear regression and checking of significance of...
influence of investigated factors to the sick rate have been carried out [8]. Taking into account the results of measurements of noise levels of living territory of Komsomolsky district of Togliatti city and the primary medical statistical data of coming of population of Komsomolsky district to the medical institutions for advice, it is possible to make a conclusion that there is exist reliable, statistically significant dependence of all 14 units of illnesses growth from the impact of acoustical pollution (figure 1). Measured noise load in the most noisy points of Komsomolsky district of Togliatti city is shown in figure 2. The points with noise levels exceeding the sanitary norms requirements are marked by the red colour.

Table 1

<table>
<thead>
<tr>
<th>The kinds of life activity during the 24 hours</th>
<th>Optimal conditions (risk is absent)</th>
<th>Admissible conditions (negligible risk)</th>
<th>Harmful conditions (endurable with protective measures risk)</th>
<th>Damage conditions (unadmissible risk)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>15</td>
<td>30</td>
<td>45</td>
<td>60</td>
</tr>
<tr>
<td>Rest</td>
<td>35</td>
<td>50</td>
<td>65</td>
<td>80</td>
</tr>
<tr>
<td>Work</td>
<td>50</td>
<td>80</td>
<td>100</td>
<td>110</td>
</tr>
</tbody>
</table>

Figure 1. Dependence of population sick rate on all health units $Z_0$, taken into consideration, from noise impact $F_w$.

Surveying of population of Komsomolsky district of Togliatti city have been carried out in order to determine their subjective perception of real noise load. The main purpose of surveying was to reveal the dependence of receptivity to noise affection from the general state of health, age, duration of inhabitants residing etc. In total inhabitants of 4 houses were polled (about 100 people), here 2 houses were selected with noise levels exceeding normative values, and 2 houses with noise levels corresponding to sanitary norms. The quantity of polled inhabitants (respondents) have been selected proportionally to the quantity of flats in above mentioned houses for comparison of surveying results.

Analysis of collected questionnaire data allows to make the following conclusions:

− inhabitants of houses situated in zones with combined increased noise and electromagnetic fields levels the worse are appreciating their own living conditions the longer term of their living in the territory of investigations;
- the older age of inhabitants, the evidently their negative perception of presence of combined acoustical and electromagnetic fields pollution;
- the worse the respondents are appreciating the state of their own health, the worse (from the point of view of noise impact) they are appreciating the comfort of living conditions.
- 3 kinds of comfort of living conditions are selected: poor, satisfactory, good.

3. CONCLUSIONS

The results of analysis of noise influence to the population health in combination with other physical factors are showing the amplification of negative impact and are proving the importance of the problem. The results of work are allowing to reduce negative impact of noise to the human health more efficiently.

4. REFERENCES

APPLICATION OF NATURAL RAW PLANT MATERIALS BASED SORBENTS IN THE PURIFICATION SYSTEMS OF OIL CONTAMINATED WATERS OF AVIATION ENTERPRISES

The comparative analysis of different origin sorbents and the use of natural raw materials based sorbents have been demonstrated. The impact of temperature on the raising of purification level has been shown.

One of the main components of our environment is water. Large volumes of fresh water are being utilized very intensively. This is well known that water resources are highly exhaustible and the deficit of fresh water is closely connected with irrational usage of water at many enterprises in different branches of national economy. There exist many reasons for water losses one of them being high level of equipment wear. The strategy of water resources saving is based on the effectiveness of waste waters purification at enterprises. It is necessary to note that Ukrainian enterprises do not effectively utilize and refine waste water.

All purification systems of contaminated flows contain means of primary purification from mechanical substances and final purification based on sorption materials.

Application of sorption methods are based on the contaminator physical state change. As a result nontoxic or less toxic compounds are received. The attempt has been made to draw attention to sorbents based on natural raw plant materials. The comparative analysis of sorbents based on natural raw plant materials is given in table 1.

<table>
<thead>
<tr>
<th>Sorbent</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active carbon</td>
<td>1. Wide raw materials base; 2. High kinetics of sorption</td>
<td>1. Law degree of regeneration; 2. Improvement of sorption properties by means of sorbent surface modification by chemical reagents</td>
</tr>
<tr>
<td>Clay</td>
<td>1. Wide raw materials base; 2. Comparatively low cost</td>
<td>1. Insufficient activity in natural state, needs of additional treatment by chemical and thermal methods; 2. Can’t be regenerated</td>
</tr>
<tr>
<td>Zeolite</td>
<td>1. Sufficiently wide raw materials base</td>
<td>1. Low sorption ability; 2. Needs of treatment by chemical compounds</td>
</tr>
<tr>
<td>Perlit</td>
<td>1. High oil sumption (oil capacity)</td>
<td>1. Flimsy shower proof properties; 2. Needs of treatment by chemical compounds</td>
</tr>
<tr>
<td>Peat</td>
<td>1. Sufficiently wide raw materials base</td>
<td>1. Temperature influence on oil sumption increase, magnetic and electric fields, organic, nonorganic and modifiers influence is observed</td>
</tr>
<tr>
<td>Material</td>
<td>Advantages</td>
<td>Additional Treatment</td>
</tr>
<tr>
<td>---------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------------------------------</td>
</tr>
<tr>
<td>Buckwheat</td>
<td>1. Wide raw materials base; 2. Low cost; 3. High level of oil sumption; 4. Possibility of utilization by burning</td>
<td>1. Thermal methods are applied for additional treatment</td>
</tr>
<tr>
<td>Sunflower husk</td>
<td>1. Wide raw materials base; 2. Low cost; 3. High level of oil sumption; 4. Possibility of utilization by burning</td>
<td>1. The increase of dispersion degree and carbonization is required</td>
</tr>
<tr>
<td>Walnut shuck</td>
<td>1. Wide raw materials base; 2. Low cost; 3. High level of oil sumption; 4. Possibility of utilization by burning</td>
<td>1. Fraction size reduction is applied</td>
</tr>
<tr>
<td>Lignine</td>
<td>1. Wide raw materials base; 2. Low cost; 3. High level of oil sumption</td>
<td>1. Additional treatment is necessary</td>
</tr>
<tr>
<td>Sawdust</td>
<td>1. Wide raw materials base; 2. Low cost; 3. High level of oil sumption; 4. Possibility of utilization by burning</td>
<td>1. Additional treatment by chemical compounds or by increased temperature is required</td>
</tr>
<tr>
<td>Cotton waste</td>
<td>1. Wide raw materials base; 2. High level of oil sumption</td>
<td>1. Low regeneration degree</td>
</tr>
<tr>
<td>Polivinichloride</td>
<td>1. Wide raw materials base; 2. High level of oil sumption</td>
<td>1. Additional treatment is required; 2. Hydrophilic properties; 3. Low regeneration degree</td>
</tr>
</tbody>
</table>

Table 1 shows the main advantages of sorbents based on natural raw materials. The raw materials base is wide enough, has high level of sumption, low cost characteristics compared with the utilization by burning.

Majority of natural raw materials are exposed to chemical and thermal treatment. The thermal treatment application procedures were studied by the authors. Positive impact of the high temperatures on sumption properties is established (fig. 1). This phenomenon can be explained by increasing of surface area of sorbents (fig. 2).
Fig. 1. Temperature impact on the purification degree of contaminated waters

Fig. 2. Temperature impact on the sorbents surface area

Using of sorbents on natural raw materials for improving of waste waters purification quality on the enterprises of aviation fuel providing system is very perspective direction, that requires the new researches in this sphere.
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INDIVIDUAL RISK CALCULATION METHOD – LIGHT AIRCRAFT

This paper presents an individual risk calculation method at the point in the vicinity of airports. The crash distribution model adopted for aircraft less than 4 tonnes maximum take-off weight authorised. Evaluation of individual risk at \( y = 0 \) was related probability crashes of light aircraft in the vicinity of airports.

In order to investigate third party risk around airports, objective measures of risk are required. Individual risk is defined as the probability (per year) that a person permanently residing at a particular location in the area around the airport is killed as a direct consequence of an aircraft accident. Individual risk is location specific; it is present regardless of whether or not someone is actually residing at that location. This is used as a means to determine which areas should be considered too dangerous to build houses or vulnerable infrastructure.

Impact probability is calculated at a specified point using the Probability Density Functions (PDFs) and light aircraft crash rates. The distributions are PDFs in the form:

\[
f(x, y) = f(x) \cdot f(x, y)
\]

where \( f(x) \) is function representing the longitudinal location along the direction of the extended runway centerline; \( f(x, y) \) is lateral distribution perpendicular to the runway centerline.

The function \( f(x) \) is derived from \( x \) coordinate data. The function \( f(x, y) \) is derived from \( y \) coordinate data, for which the corresponding \( x \) coordinate is known.

The PDFs are based on the Gamma and Weibull distributions. The Gamma distribution for parameters \( c, \alpha \) and \( \beta \) is:

\[
f(x, \alpha, \beta) = \frac{1}{\beta^\alpha \Gamma(\alpha)} x^{\alpha-1} \exp\left[-\left(\frac{x}{\beta}\right)^\alpha\right]
\]

The Weibull distribution for parameters \( c, \alpha \) and \( \beta \) is:

\[
f(x, \alpha, \beta) = \frac{\alpha}{\beta^\alpha} x^{\alpha-1} \exp\left[-\left(\frac{x}{\beta}\right)^\alpha\right]
\]

The level of individual risk at any given point near an airport varies in an approximately proportional fashion to the number of movements, the average crash rate, and the average destroyed area (resulting from a crash), for that airport. The model was produced for the distribution of airport related crashes for aircraft less than 4 tonnes maximum take-off weight authorised.

The following method can be used to calculate individual risk at a point \((x_0, y_0)\) which is a distance:

* ‘\( x_0 \)’ from the end of tarmac, along the runway extended centreline;
* ‘\( y_0 \)’ perpendicular to the runway extended centreline.

The crash area is represented by a square, the length of whose sides are ‘\( b \)’. If a crash of light aircraft occurs centred at any point within the shaded square area, the point indicated in Figure 1, would be impacted.
Therefore, the individual risk at the point indicated in Figure 1 is the frequency with which a crash of light aircraft would occur within the shaded square. This is evaluated by the following integral, over two dimensions as shown in Equation 1:

\[
IR_{\text{Light}} = \int_{-\frac{b}{2}}^{\frac{b}{2}} \int_{-\frac{b}{2}}^{\frac{b}{2}} \left[ 2R_{\text{Light}}M_{\text{Light1}}f_{\text{TO}}(x, y) + 2R_{\text{Light}}M_{\text{Light1}}f_{\text{LO}}(x + L, y) + 2R_{\text{Light}}M_{\text{Light1}}f_{\text{TC}}(x, y) + 2R_{\text{Light}}M_{\text{Light1}}f_{\text{TC}}(-x - L, y) + 2R_{\text{Light}}M_{\text{Light1}}f_{\text{LC}}(x + L, y) + 2R_{\text{Light}}M_{\text{Light1}}f_{\text{LC}}(-x, y) \right] \, dx \, dy \tag{1}
\]

which can be expanded to:

\[
IR_{\text{Light}} = 2R_{\text{Light}}M_{\text{Light1}} \int_{-\frac{b}{2}}^{\frac{b}{2}} \int_{-\frac{b}{2}}^{\frac{b}{2}} f_{\text{TO}}(x, y) \, dx \, dy + 2R_{\text{Light}}M_{\text{Light1}} \int_{-\frac{b}{2}}^{\frac{b}{2}} \int_{-\frac{b}{2}}^{\frac{b}{2}} f_{\text{LO}}(x + L, y) \, dx \, dy + 2R_{\text{Light}}M_{\text{Light1}} \int_{-\frac{b}{2}}^{\frac{b}{2}} \int_{-\frac{b}{2}}^{\frac{b}{2}} f_{\text{TC}}(x, y) \, dx \, dy + 2R_{\text{Light}}M_{\text{Light1}} \int_{-\frac{b}{2}}^{\frac{b}{2}} \int_{-\frac{b}{2}}^{\frac{b}{2}} f_{\text{TC}}(-x - L, y) \, dx \, dy + 2R_{\text{Light}}M_{\text{Light1}} \int_{-\frac{b}{2}}^{\frac{b}{2}} \int_{-\frac{b}{2}}^{\frac{b}{2}} f_{\text{LC}}(x + L, y) \, dx \, dy + 2R_{\text{Light}}M_{\text{Light1}} \int_{-\frac{b}{2}}^{\frac{b}{2}} \int_{-\frac{b}{2}}^{\frac{b}{2}} f_{\text{LC}}(-x, y) \, dx \, dy
\]

where \(M_{\text{Light1}}\) is number movements light aircraft per year in Direction 1; \(M_{\text{Light2}}\) - is number movements light aircraft per year in Direction 2; \(R_{\text{Light}}\) is crash probability rate per year of light aircraft; \(f_{\text{TO}}(x, y)\) is probability density function for take-off overruns crashes of light aircrafts; \(f_{\text{LO}}(x, y)\) is probability density function for landing overruns crashes of light aircrafts; \(f_{\text{TC}}(x, y)\) is probability density function for take-off crashes (non overruns) crashes of light aircrafts; \(f_{\text{LC}}(x, y)\) is probability density function for landing crashes (non overruns) crashes of light aircrafts; \(b\) is length of side for square crash area; \(y\) is distance perpendicular to the extended runway centreline; \(x\) is distance along the extended runway centerline.

The maximum extent of the contour occurs on the extended runway centerline (i.e. \(y = 0\)). Therefore, to calculate the maximum extent of the individual risk contours it is important to calculate the individual risk at \(y = 0\). However, the PDFs exhibit singularities (i.e. are undefined or infinite) for \(y = 0\). These singularities can be eliminated by mathematically transforming the PDFs according to the following scheme:

\[
g(x, y; \delta, b, c) = \frac{1}{2} \delta \left( \frac{x^\delta}{b} \right) \{y\}^{\delta - 1} \exp \left[ \left( -\left( \frac{y}{\delta} \right)^\delta \right) \right]
\]

\[4.4.2\]
The function, $q$ has a singularity at $y = 0$ for $\alpha < 1$, so it is split into a non-singular part ($q_1$) and a singular part ($q_2$) such that ($q = q_1 + q_2$) as shown in Equation 2 and Equation 3:

$$q_1(x, y, \delta, \beta, c) = \frac{1}{2} \left( \frac{x^c}{b} \right)^6 \left( \frac{|y|}{b} \right)^{\delta-1} \left\{ \exp \left[ - \left( \frac{|y|^c}{b} \right)^6 \right] - 1 \right\}$$  (2)

$$q_2(x, y, \delta, \beta, c) = \frac{1}{2} \left( \frac{x^c}{b} \right)^6 \left( \frac{|y|}{b} \right)^{\delta-1}$$  (3)

The singular part, $q_2$ can be integrated analytically. Providing $y_0$ is positive and is greater than $b/2$, the integral of $q_2$ from $y = y_0 - b/2$ to $y = y_0 + b/2$ is:

$$q_2(x, y_0, \delta, \beta, c) = \frac{1}{2} \left( \frac{x^c}{b} \right)^6 \left( \frac{y_0 + b}{2} \right)^{\delta} - \left( \frac{y_0 - b}{2} \right)^{\delta}$$  (4)

For calculation on, or close to the runway extended centerline, the integration must be treated differently, since $q_2$ is a function of the modulus of $y$ expressed as $|y|$. However, if $y_0$ is positive (or zero) and is less than $b/2$, part of the crash area occupies the region where $y$ is less than zero ($y < 0$), as illustrated in Figure 2.

![Figure 2. Illustration of the Case of Individual Risk Calculation Close to the Runway Extended Centreline](image)

The integral of $q_2$ from $y = y_0 - b/2$ to $y = y_0 + b/2$ is considered as follows:

$$\int_{y_0-b/2}^{y_0+b/2} q_2(x, y_0, \delta, \beta, c) \, dx = \int_{y_0-b/2}^{0} q_2(x, y_0, \delta, \beta, c) \, dx + \int_{0}^{y_0+b/2} q_2(x, y_0, \delta, \beta, c) \, dx$$  (5)

Since $q_2$ is a function of the modulus of $y$, the following is true, by definition:

$$q_2(-x, y_0, \alpha, \beta, c) = q_2(x, y_0, \alpha, \beta, c)$$

Therefore, since $y_0 - b/2$ is negative,

$$\int_{y_0-b/2}^{0} q_2(x, y_0, \delta, \beta, c) \, dx = \int_{0}^{b/2} q_2(x, y_0, \delta, \beta, c) \, dx$$

This can then be substituted in Equation 5 to give,

$$\int_{y_0-b/2}^{y_0+b/2} q_2(x, y, \delta, \beta, c) \, dx = \int_{0}^{b/2} q_2(x, y_0, \delta, \beta, c) \, dx + \int_{0}^{y_0+b/2} q_2(x, y_0, \delta, \beta, c) \, dx$$

Therefore, providing $y_0$ is positive (or zero) and is less than $b/2$, the integral of $q_2$ from $y = y_0 - b/2$ to $y = y_0 + b/2$ is:
\[ q_2(x, y_0, \theta, b, v, c) = \frac{1}{2} \left( \frac{x}{b} \right)^6 \left[ \left( \frac{b}{2} - y_0 \right)^6 + \left( y_0 + \frac{b}{2} \right)^6 \right] \text{ for } b/2 > y_0 \geq 0 \] (6)

Note that for \( y_0 = b/2 \) and 0, Equation 4 and Equation 6 are equivalent. For take-off overruns, the wreckage location PDFs \((x > 0)\) is:

\[ f_{TO}(x, y) = p \cdot f_w(x; 1,181; 283,3) \left[ q_1(x, y; 0,816; 39,65; 0,355) + q_2(x, y; 0,816; 39,65; 0,355) \right] \]

Therefore,

\[
\int_{y_0}^{y_0 + b/2} \int_{x_0}^{x_0 + b/2} f_{TO}(x, y) \, dx \, dy = \\
= \int_{y_0}^{y_0 + b/2} \int_{x_0}^{x_0 + b/2} p \cdot f_w(x; 1,181; 283,3) \left[ q_1(x, y; 0,816; 39,65; 0,355) + q_2(x, y; 0,816; 39,65; 0,355) \right] \, dx \, dy
\]

and

\[
\int_{x_0}^{x_0 + b/2} \int_{y_0}^{y_0 + b/2} f_{TO}(x, y) \, dx \, dy = \\
= \int_{x_0}^{x_0 + b/2} \int_{y_0}^{y_0 + b/2} p \cdot f_w(x; 1,181; 283,3) q_1(x, y; 0,816; 39,65; 0,355) \, dx \, dy + \\
+ \int_{x_0}^{x_0 + b/2} \int_{y_0}^{y_0 + b/2} p \cdot f_w(x; 1,181; 283,3) q_2(x, y; 0,816; 39,65; 0,355) \, dx \, dy
\]

So,

\[
\int_{x_0}^{x_0 + b/2} \int_{y_0}^{y_0 + b/2} f_{TO}(x, y) \, dx \, dy = \\
= \int_{x_0}^{x_0 + b/2} \int_{y_0}^{y_0 + b/2} p \cdot f_w(x; 1,181; 283,3) q_1(x, y; 0,816; 39,65; 0,355) \, dx \, dy + \\
+ \int_{x_0}^{x_0 + b/2} \int_{y_0}^{y_0 + b/2} p \cdot f_w(x; 1,181; 283,3) \left[ \int_{q_1}^{b/2} q_2(x, y; 0,816; 39,65; 0,355) \, dx \right] \, dy
\]

and

\[ \int_{y_0}^{y_0 + b/2} \int_{x_0}^{x_0 + b/2} f_{TO}(x, y) \, dx \, dy = \\
= \int_{y_0}^{y_0 + b/2} \int_{x_0}^{x_0 + b/2} p \cdot f_w(x; 1,181; 283,3) q_1(x, y; 0,816; 39,65; 0,355) \, dx \, dy + \\
+ \int_{x_0}^{x_0 + b/2} \int_{y_0}^{y_0 + b/2} p \cdot f_w(x; 1,181; 283,3) q_2(x, y; 0,816; 39,65; 0,355) \, dx \, dy \] (7)

To evaluate this integral on the extended runway centerline, \( y_0 = 0 \). Since the function \( q_2 \) involves the modulus of \( x \), the function is symmetrical about the line representing \( y = 0 \). Therefore:

\[ \int_{y_0}^{b} q_2(x, y; 0,816; 39,65; 0,355) \, dx = 2 \int_{0}^{b/2} q_2(x, y; 0,816; 39,65; 0,355) \, dx \]

Both terms of the integral defined in Equation 7 can be integrated numerically. Note that for \( y = 0 \):
\[ q_1(0, x; 0.817; 39.65; 0.355) = 0. \]

The principle for the other crash distributions is similar to that described for landing overruns. Therefore, a similar approach is employed for the other crash distribution functions. For landing overruns, the wreckage location PDFs \((x > 0, y = 0)\) is:

\[
f_{lo}(x, y) = f_G(x; 1.109; 203.4) \left[ q_1(x, y; 0.815; 32.1; 0.345) + \right]
\]

\[
+ q_2(x, y; 0.815; 32.1; 0.345) \right].
\]

For take-off crashes, the impact location PDFs are:

\[
f_{tc}(x, y) = p \cdot f_w(x; 1.058; 701.6) \left[ q_1(x, y; 0.575; 186.6; 0.057) + \right]
\]

\[
+ q_2(x, y; 0.575; 186.6; 0.057) \right] \text{ for } x > 0, y = 0
\]

and

\[
f_{tc}(x, y) = (1 - p) \cdot f_G(x; 0.929; 775.8) \left[ q_1(x, y; 0.85; 352.7; 0.04) + \right]
\]

\[
+ q_2(x, y; 0.85; 352.7; 0.04) \right] \text{ for } x \leq 0, y = 0
\]

For landing crashes, the impact location PDFs are:

\[
f_{lec}(x, y) = p \cdot f_G(x; 0.726; 1000.9) \left[ q_1(x, y; 0.576; 24.38; 0.323) + \right]
\]

\[
+ q_2(x, y; 0.576; 24.38; 0.323) \right] \text{ for } x > 0, y = 0
\]

and

\[
f_{tc}(x, y) = (1 - p) \cdot f_w(x; 0.584; 251.9) \left[ q_1(x, y; 0.64; 179.4; 0.185) + \right]
\]

\[
+ q_2(x, y; 0.64; 179.4; 0.185) \right] \text{ for } x \leq 0, y = 0
\]

**Conclusion**

The traffic at some airports has a higher proportion of lighter aircraft, such as piston-engine aircraft, which tend to be at a higher risk of crashing than large aircrafts over 4 tonnes maximum take-off weight authorised. Therefore, here was presented the calculation of individual risk at the point from light aircraft crashes in the vicinity of airports. The model was produced for the distribution of airport related crashes for aircraft less than 4 tonnes maximum take-off weight authorised.
MANAGEMENT OF THE AIRCRAFT FLEET STRUCTURE FOR ENHANCEMENT OF THE ENVIRONMENTAL SAFETY AND THE AIRPORT CAPACITY

The article presents the entropy approach and model for substantiation of the optimal aircraft fleet structure taking into account environmental concerns. The most sensitive factors of the aviation impact on environment: aviation noise and emission were analyzed.

A growth of an airport can be controlled by setting up flight safety, operational, economic and environmental limits (Fig.1). In addition to the increasing traffic demand, new constraints on the flow of traffic have been imposed and limited the capacity and efficiency of air transportation. Apart from airport and airspace capacity issues that need to be resolved to accommodate further growth, the air transport industry is also facing increasing constraints with respect to environmental pollution. More and more airports within Europe, as well as worldwide, are faced with noise and emission restrictions imposed by government or local authorities. Thus, the use of means of reducing noise and emissions to enhance environmental safety and to increase airport capacity is very topical.

Environmental capacity (Fig.1) is one of the main constraints of the airport sustainable development now and can be increased with the introduction of effective transport management system. Operational procedures allow noise and emission reduction around airports with least expenses, without additional engineering or legal improvements [1]; and can improve environmental quality and thus perfect life quality of many thousands of people in the vicinity of airports.

The interrelationships between the environmental factors significantly intensify the problem of choosing of the operational procedures for aviation noise and emission impact reduction [2, 3]. The following problems of interrelationships of noise and emission are under discussion for last decades [2-7]: where interdependencies and trade-offs occur: research, design, technologies, operations, impacts and solutions; how the environmental trade-offs influence on aircraft/engine optimized design and operation; the expected achievements and future prospects of ongoing and future activities focused on addressing aviation environmental trade-offs and interdependencies.

In this vein the aim of the investigation is the development of the tool for substantiation of the optimal aircraft and airport operation modes taking into account noise and emission interdependencies, and increasing environmental airport capacity within the framework of sustainable development policies.
According to the environmental capacity concept [8] the “airport-environment” interaction is considered as the complex system with operational and environmental constrains (Fig.1).

Basic element of the system is an aircraft fleet with a number of possible flight procedures that can impact on environment in airport vicinity, causing permanent changes. Thus a maximum number of flights \( Q \) of aircraft type \( i = 1, \ldots, Q_i \) (\( Q_i \) is a number of aircraft types in the fleet under consideration) distributed among routes \( j = 1, \ldots, N_j \) (\( N_j \) is a number of the fixed flight routes in airport under consideration) and implementing the noise and emission control measures (noise and emission reduction procedures (N&ERPs)) of type \( k = 1, \ldots, N_k \) (\( N_k \) is a number of the N&ERPs under consideration) that can be accommodated in the airport during given period \( m \) and do not cause permanent effects on environment is called environmental airport capacity.

So the first task may be formulated as a global search of this maximum number of flights \( Q \), which is considered as an “ideal value” of environmental airport capacity.

The usual for operation task is reduced to determine the number of aircraft \( T_{ij}^{km} \) of each type \( i \) on each route \( j \) that use the noise and emission reduction procedure \( k \) to reduce impact inside critical zone \( l \) (for example, residential areas, building and so on) at least till the normative level of the environmental factor under consideration (noise or emission). The task of capacity providing and reducing of the impact on environment is complicated by interrelationships of the most sensitive environmental factors in the airport vicinities – aircraft noise and emission.

Constraints of the operational capacity lie in given number of aircraft of specific type \( Q_i \) operated in the airport:

\[
\sum_{j,k,m} T_{ij}^{km} = Q_i \tag{1}
\]

Environmental constrains, taken into account, are the prescribed levels in critical zones.

\[
\sum_{i,j,k,m} T_{ij}^{km} \cdot Z_{ij}^{km} (l) = 1, \tag{2}
\]

where \( Z_{ij}^{km} (l) \) depends on type of criteria for noise and/or emissions assessment from environmental rules in the critical zone \( l \).

The criteria definition depends on type of forecasting (Table 1). In present model for short-term forecasting (for a day, or from month to year) it is proposed to use the maximum \( L_{A_{eq}} \), equivalent noise level \( L_{A_{eq}} \) and \( SEL \) (sound exposure level) for noise assessment. NEF (Noise Exposure Forecast) can be used in long-term forecasting – for period up to few decades. Masses of pollutants \( M \) or their concentrations \( C \) are offered for emission control.

<table>
<thead>
<tr>
<th>Criteria for the short-term and long-term forecasting models</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Table 1</strong></td>
</tr>
<tr>
<td><strong>Type of the forecasting</strong></td>
</tr>
<tr>
<td>Period</td>
</tr>
<tr>
<td>noise</td>
</tr>
<tr>
<td>emission</td>
</tr>
</tbody>
</table>

There are different approaches exist for solving the task of combined effects (aircraft noise and emission) reducing within the framework of the environmental capacity concept: method of linear programming (Janec, 2003) [6]), geometrical probability’s method (Kazhan, 2008, 2010 [9-10], Tokarev 2009 [11]), numerical cost-effective methods (Ferrar, 1974 [7], Gaffal, 2005 [2], Fleming, 2007 [3], Hepting, 2009[4], Evans, 2010 [12]) et al. The necessity of using additional criteria of system state optimality is one the main disadvantages of listed approaches. The principle
of maximum entropy states that the probability distribution which best represents the current state of information is the one with largest entropy.

The probable implementation of operational procedures and distribution of aircraft among the routes are defined by the relative extremum of the system entropy as shown in [13]:

\[ S = \ln T! + \sum_{i,j,k,m} T_{ij}^{km} \left( \ln \frac{v_{ij}}{T_{ij}} + 1 \right) \rightarrow \max, \]

where \( v_{ij} \) are the normalized frequencies of the usage of aircraft \( i \) along the route \( j \).

Thus the probable distribution of aircraft \( T_{ij}^{km} \) is defined by the relative extreme of entropy (3) for the system with constraints (1-2) [8,9]:

\[ T_{ij}^{km} = \frac{v_{ij} \cdot Q_i \cdot \exp \left( - \sum_l \beta_i \cdot Z_{ij}^{km} (l) \right)}{\sum_j v_{ij} \cdot \exp \left( - \sum_l \beta_i \cdot Z_{ij}^{km} (l) \right)}, \]

where \( \beta_i \) are the Lagrange coefficients.

Within the framework of the considered model the iterative equation (7) has a solution in the range \( 600 \geq \beta_i \geq 10^5 \) due to calculation time limit. If the constraints (1-2) are not fulfilled then the maximum environmental capacity is reached and the alternative noise and emission reduction method should be considered in the model.

Fig. 2 shows an algorithm of the realization of the model under consideration. It should be noted that INM and EDMS (as the basic modeling system) are used during the two stages of the algorithm – data preparation and resulting check. The algorithm and application programs were designed using an informational data for local conditions.

![Fig. 2. Principal scheme of the algorithm of the Entropy Model](image)

The main differences between long-term forecasting and the short-term ones lie in the definition of parameter \( v_{ij} \), and noise and emission assessment criteria (Table 1). NEF and mass \( M \) of the polluted gases are used as the criteria for the long-term forecasting (prediction on few years or decades). The aim of the long-term forecasting lies in the equality of NEF and \( M \) value to the prescribed levels during forecasting period, for example, to the value of \( NEF_1 \) and \( M_1 \) in the first year of prediction \( (r=1) \). For the description of noise constraints parameter \( Z \) (2) depends on quantity of aircraft \( T_n \) of type \( i \) in year \( r \), levels \( EPNL_i \) and pollutant masses \( M_{pi} \) that aircraft of type \( i \) creates during flying in the critical zone \( l \) and level \( NEF_i \) and total amount of pollutant \( M_r \) for each year \( r \).

Number of tracks is neglected in this model because the criterion \( M \) (that assess during LTO cycle) does not significantly depend on the track trajectory.

Thus, following restrictions use in the long-term forecasting model:

4.4.8
\[
\sum_{i} T_{ir} M_{ir} = 1, \quad \sum_{i} T_{ir} P_{i} = 1, \quad \sum_{i} T_{ir} = T_r
\]  
(8)

where \( M_{ir} = \frac{M_{p_i}}{M_r} \), \( P_{i} = 10^{-0.3 \cdot \text{NEF} \cdot -8.8 \cdot 10^{0.3 \cdot \text{EPNL}_i}} \), \( \text{NEF}_r = \text{NEF}_1, M_r = M_1 \).

In accordance to the maximum entropy method the aircraft type distribution is defined by the following equation:

\[
T_{ijr} = \frac{T_{r} v_{ir} \exp(-\alpha_{i} M_{ir} - \beta_{i} P_{i})}{\sum_{i} T_{r} v_{ir} \exp(-\alpha_{i} M_{ir} - \beta_{i} P_{i})},
\]  
(9)

where the normalized frequency \( v_{ir} \) of the usage of aircraft \( i \) during the year \( r \) depends on the relative coefficients that take into account maximum and real average number of passenger on the broad of aircraft type \( V_{ir} \), and maximum and real average flight distance \( V_{ir} \) (Table 1).

To illustrate the model opportunities, the forecasting is performed for several scenarios and environmental factors that affect capacity: first, \( NOx \) emission and aviation noise and, second, emission of greenhouse gases (GHGs): \( CO_2 \) and \( H_2O \) and noise, that is caused by the factor formation nature.

Input data for the operation situation in the airport are next: 22 aircraft types, one control zone, and the expected numbers of aircraft are \( T_r = 100, 500, 1000 \) and \( 2000 \) accordingly for each of 4 studied years: 2009, 2013, 2017, 2019. Noise assessment \( \text{EPNL}_i \) was held on the basis of Noise Certification Database [13] and pollutant masses \( M_{p_i} \) were determined with the help of emission indexes and fuel flows.

Entropy modelling shows us considerable excess of basic level NEF already for the second year; and masses of the \( NOx, CO_2 \) and \( H_2O \) for the third year. It is possible to decrease either NEF in critical zone to level \( \text{NEF}_1 \), either mass to amount \( M_1 \), taking into account the results of entropy modeling on Fig. 8.

![Fig.3. Comparison of the results of the long-term forecasting: noise and emission \( NOx \); noise and emission of GHGs.](image)

In this case the increasing of the environmental capacity depends on phasing-out older aircraft types that do not meet ICAO requirements on noise and exhaust gases (in the given example such as Yak-40, Il-86, Il-76 and others aircraft), and putting into operation more effective types: 777300, A330, A340 and others aircraft. The overall prediction results obtained for two different scenarios are correlated with each other, but there are some differences in the results for \( NOx \) and GHGs emission, that Fig. 3 shows. In particular for the second scenario (GHGs) the reduction of the share of some aircraft types (for example, B 777 300, B 767 300, B 777 200, A 330 301, A 380, B 747 400) in total fleet for year \( r=4 \) in comparison with the first scenario (\( NOx \)) is noted.
This is explained by the design features of the aircraft types (for example, B 777 300, B 767 300, B 777 200, A 330 301, A 380, B 747 400) - relatively small emission index of NOx, and, at the same time, high fuel flow, which increases the total emission of GHGs.

Conclusions. To implement the concept of environmental airport capacity mathematical tools based on the maximum entropy method for short-term and long-term forecasting was proposed in the study. The approach corresponds to the basics of The ICAO Balanced approach [3] and has potential ability of use either for short-term measures, both long-term forecasting and planning of airport operations. The long-term forecasting can be used for development of the policy of airport management in the field of the land use planning and adjustment of aircraft fleet composition, introduction of fees for aircraft noise and emissions of pollutants, including greenhouse gases

Such aspects as perspective aircraft fleet and maximum environmental airport capacity were analysed during long-term forecasting. The results of the forecasting have shown strict constraints of the airport capacity in terms of 10-15 years in case of existing fleet mix operation. Phasing-out the aircraft that do not meet the ICAO’s newest requirements will preserve the possibility of the airports’ sustainable development.
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EFFICIENT ENVIRONMENTAL IMPACT ASSESSMENT FOR AIRPORT PROJECTS

The article presents the analysis of the environmental impacts assessment procedure for the projects of airport construction, reconstruction and expansion. The most common shortcomings of available EIA Reports for airport related projects were analyzed. The list of possible impacts of these projects was developed for the needs of environmental assessment. The recommendations on information collection, working procedure organization, public involvement are given.

Aviation is known to be one of the fast growing sectors of global economy. It is associated with a number of social and economic benefits and a range of environmentally damaging consequences. Even the total economic recession cannot change the bright perspectives of aviation development. There is an unquestioning acceptance in governments that the rising demand for air travel will continue and that the land use planning implications (especially more terminals and runways) of this can be managed with minimal harm to the environment. The aviation industry has been very successful in its adoption of an environmental agenda (environmental reports, support of exotic, threatened environments, appointment of environmental managers, financial support of "sustainable aviation"), but has been less forthcoming on questions of growing all the following impacts and the need of these impacts total offsetting.

The case for expanding airports and growth of aviation is frequently supported by evidence on the economic gains (especially jobs) associated with this growth. However, traditional economic arguments fail to include a consideration of the economic impacts of environmental deterioration, health damage and climate change. If these considerations are factored in it may well be the case that a reduction in the demand for air travel will have positive economic benefits. Given the established harmful environmental effects of air travel, there is a case to restrict its growth. Thus, the efficient environmental management of construction and exploitation of airports comes to be among the most important priorities on the way to make airports truly environmentally friendly.

The first mean of negative impacts prevention is the fulfilled procedure of environmental impacts assessment and the subsequent environmental auditing of a site. EIA is a systematic process, which identifies, predicts and evaluates the environmental impacts a proposed project may have. An EIA should enable the decision makers to understand the actual likely environmental impacts that a project may have on the environment and, where applicable, identify mitigation measures that can be put in place to avoid, reduce, remedy or compensate for the identified adverse environmental impacts, or indeed to create or enhance environmental benefits. The EIA process functions as a “glue”, tying the planning of the different projects and the proponents together. The EIA draws attention to areas otherwise ignored, for example the project impacts on historical sites.

Therefore, the main purpose of the EIA in aviation is:
- to reveal positive and negative effects of the aviation infrastructure projects that could have a significant impact on the environment, natural resources and society;
- to ensure that these effects are given consideration in the planning and that the effects were known to the decision-makers;
- to clarify conditions for implementation of the project including mitigating measures and a monitoring programme.

The projects of airport construction, reconstruction and expansion must be filed with the EIA Report, which usually considers a range of the most common environmental impacts related to aviation. These impacts assessments often do not cover all the issues raised by airports and aviation expansion and are limited to noise and air pollution, effects of territory preparation, added pressure on local infrastructure and positive consequences for local communities. This list of impacts is obviously insufficient.
The analysis of the available EIA Reports in the industry shows that all of them lack some important element and the following disadvantages could be revealed from their investigation:

1. Inadequate consideration of the cumulative noise impacts from the project (noise created by planes together with cars, trains, etc. used to get to the airport).
2. The need for new land areas for the location of special installations is insufficiently discussed.
3. Long-term impacts on water resources are not properly addressed.
4. The social and economic impacts of projects on local communities are discussed from one positive point of view.
5. The EIA process often does not comprise a real evaluation of alternative locations of an airport.
6. Time framework implies that much of the input generated by the EIA process is only available after important decisions in the planning has been made.
7. Public opinion is not taken into account in full. The final EIA Reports often merely state that input from the public hearings has been incorporated in the process and consequently the final programme is almost identical to the preliminary programme. This leads to major conflicts in the project.
8. The EIAs fail to give a proper account of the environmental effects in conjunction with construction and operation of transport links of airports.
9. The EIA often ignore actual social effects for the population directly affected by the project, for example, people who were relocated because of the project.

Given the above, the efficiency of EIA procedure could be enhanced by thorough development and planning of all stages and elements of EIA.

First, considering the defined disadvantages of EIA scope the following impacts should be targeted for the analysis of:
- noise pollution;
- air pollution;
- greenhouse gases emissions and global climate change input;
- local climate changes;
- geology and soil impacts;
- forest resources impacts;
- water resources pollution, physical changes and degradation of waterbodies;
- recreational areas impacts;
- landscape deterioration and visual effects;
- flora and fauna/genetic resources impacts;
- wastes generation volumes and hazard levels;
- impacts on historical sites;
- social impacts: indirect regional impacts and direct local impacts;
- economic impacts for local municipalities.

Separately EIA should consider all aspects of the construction stages associated with the project. The following should be described:
- the construction programme;
- phasing and duration of the separate stages of the construction;
- main construction activities (including piling);
- numbers of vehicles used and their distribution over the construction period;
- infrastructure requirements such as access arrangements and construction compounds;
- production of construction waste, including the types of waste, estimates of the volumes to be produced and proposals for its management.

A good idea is to include a sustainability appraisal in the EIA process. The appraisal should assess the sustainability of the proposals as a whole scheme and not just detail the sustainable elements of the proposals. An assessment of the sustainability of the project should address issues such as:
- emission of greenhouse gases;
- contributions to and the maintenance of biodiversity;
- use of renewable and non-renewable resources;
- contribution to the economic well being of the community;
- contribution to the social well being of the community;
- effects on critical resources;
- waste generated by the project.

The approximate scope of possible impacts are presented in Table 1.

The sustainability appraisal should refer to the relevant national, regional and local policies; a link should to be made to traffic and local sustainable development priorities. Sustainable transport provisions such as green travel plans for staff could be considered.

### Table 1

**Possible impacts of airport related projects**

<table>
<thead>
<tr>
<th>Issue</th>
<th>Construction</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
</tr>
<tr>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
</tr>
<tr>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
</tr>
<tr>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
<td><img src="https://via.placeholder.com/150" alt="image" /></td>
</tr>
</tbody>
</table>

Note: “-” – negative impact, “+/-” – positive and negative impact, “/” - impact unlikely to be significant

For the adequate and full assessment of possible impacts a list of verified information is necessary to be collected and assessed, such as:

- passenger forecasts;
- hours of operation;
- frequency of flights split by incoming and outgoing
- anticipated aircraft types (to include helicopters) and their numbers;
- anticipated flight types (passenger, cargo, training etc);
- noise levels produced from the engines related to the different aircraft types;
- details on other noise generating activities/equipment that may result in significant impacts, for example auxiliary power units; and
- flight paths for taking off and landing.

Where relevant this information should be provided for a range of scenarios including the busiest period in the year, with impacts predicted accordingly.

This should ensure that the worst case impacts are addressed. Thus, it should be highlighted that EIA should examine all feasible alternatives to the proposals. For example, alternative sites, site layouts, construction practices, technologies and equipment, and operating processes (where appropriate). In addition the EIA should consider the «do nothing» scenario.

In case of reconstruction or expansion of the existing airport, current operations at the airport should be described, i.e. the baseline. This should include:
- passenger numbers;
- hours of operation;
- flight types (passenger, cargo, training etc.);
- frequency of flights split to incoming and outgoing;
- flight paths;
- aircraft types (including helicopters);
- noise levels produced from the current operations at the airport;
- current environmental condition in the vicinity of the airport.

The layout of the airport and its infrastructure should be illustrated on an appropriate figure and placed into the context of surrounding land use. Any environmental issues associated with the current operation should be identified, along with the measures employed to control them. Specifically, any complaints received regarding environmental issues should be identified.

The EIA strategy to be developed in each case should give consideration to the methods by which information will be made available to interested parties, including the public, and feedbacks will be collected. This could include the following methods:
- public exhibitions and information posts;
- internet and traditional mass media (Electronic Newsletters, etc.);
- public meetings, presentations and hearings;
- appointment of a person or a working group responsible for public relations within the EIA team;
- initiation of Advisory Board with the representatives of EIA team, govermental and non-governmental organizations, public organizations and committees.

One of the most important elements of environmental safety provision is the system of impacts monitoring, which should be planned, implemented and carried out where appropriate. Criteria that could be used to determine the need to implement monitoring during the EIA procedure are the need to demonstrate compliance with conditions or legislation (for example noise) and uncertainties relating to the prediction of impacts or the likely success of mitigation measures (for example species translocation).

The resulted Environmental statement should include the information about the real dimensions and footprint of the proposed project, anticipated objects and additional infrastructure changes (for example access arrangements, car parking facilities, and sewage and water supply arrangements).

The conduction of EIA on the principals described above all interested parties will be able to learn important project and surroundings details, results of alternatives comparison, evaluated impacts, proposed mitigation measures and residual environmental impacts. The last item, which is residual environmental impacts, is crucial for success of EIA as it is the mean of quality control for the whole assessment process: the longer the list of considered impacts and the shorter the list of residual impacts are, the better the work on EIA is.
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4.4.14
IMPROVED ALGORITHM OF TRAFFIC FLOWS NOISE MODELING

The method of traffic noise calculation was improved by incorporation of traffic flows modeling as function of traffic rate, density and vehicle speed. Results of macroscopic traffic flow modeling were used as input data for noise emission laws as a main tool for modeling of noise levels near traffic lights and congestions.

Nowadays traffic flow and congestion is one of the main societal and economical problems related to transportation in industrialized countries. This has direct link to one of the most urgent environmental problems of modern cities: air pollution with exhaust gases and noise.

The main purpose of traffic flow study, and in particular vehicular traffic flow, is carried out with the aim of understanding and assisting in the prevention and remedy of traffic congestion problems, which is directly connected with formation of sound fields along main street canyons and urban elements.

For today it is a real challenge for environmental modeling, in particular, analytical, to predict noise levels from traffic flows. Up-to-date European and American models are ready to determine noise levels from traffic flows on straight roads, away from traffic lights and especially traffic congestions. But road cross-sections and traffic jams are still problems for modeling.

The main idea of given work is to incorporate principles of traffic modeling into modeling noise levels from traffic flows as incoherent line source. Stages of noise levels calculation are shown on fig.1. In table 1 comparison of two approaches fro traffic modeling are presented: from the point of view of noise emission laws and traffic management.

Table 1

<table>
<thead>
<tr>
<th>Parameter of traffic flow modeling</th>
<th>Noise levels from traffic flow modeling</th>
<th>Traffic flow modeling in traffic management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levels of modeling details</td>
<td>1. The vehicle model, describing the sound power of single moving vehicles; 2. The traffic model, combining the noise emission of numerous single vehicles into the sound power per metre length of the source line</td>
<td>1. Microscopic simulation models model describes both the space-time behaviour of the systems’ entities (i.e. vehicles and drivers) as well as their interactions at a high level of detail (individually) 2. Mesoscopic models does not distinguish nor trace individual vehicles, but specifies the behaviour of individuals, for instance in probabilistic terms. 3. Macroscopic models describe traffic at a high level of aggregation as a flow without distinguishing</td>
</tr>
</tbody>
</table>
its constituent parts.

\[ \Delta \rho = - \frac{\Delta N}{\Delta x}, \]

\( N \) - the number of cars per unit time \( t \) that pass observer

\( v = f(\rho) \)

\( Q = \rho v \)

\( v_{\text{free}} \) - is the free flow speed

\( \rho_{\text{jam}} \) - is the jam density

**Macroscopic flow model** discard the real view of traffic in terms of individual vehicles or individual system components such as links or intersections and adopt instead a macroscopic fluid view of traffic in a network. The relationship between density, velocity, and flow is presented. The macroscopic models for traffic flow, whether they are one-equation or a system of equations, are based on the physical principle of conservation.

There is a close interrelationship between three traffic variables that is density, velocity, and traffic flow. Supposing that cars are moving with constant velocity \( v \), and constant density \( \rho \) such that the distance \( d \) between the cars is also constant and an observer measure the number of cars \( N \) per unit time \( t \) that pass-by (i.e. the traffic flow \( Q \)), this interrelationship can be represented by a following first-order partial differential equation [1], which can be solved by the method of characteristics:

\[
\left( f(\rho) + \rho \frac{df}{d\rho} \right) \frac{\partial \rho}{\partial x} + \frac{\partial \rho}{\partial t} = 0.
\]

If the initial density and the velocity field are known, the above equation can be used to predict future traffic density. This leads us to choose the velocity function for the traffic flow model to be dependent on density and call it \( v(\rho) \). The above equation assumes no generation or dissipation of vehicles. Sources and sinks may be added by including a function \( g(x,t) \) on the right hand side of the equation.

Several velocity-density-flow models have been developed through the years. Some of the most well-known models include the Greenshields model, Greenberg model, the Underwood model and Eddie’s model [1,2] and described in table 2 and depicted on fig. 2.

**Table 2**

<table>
<thead>
<tr>
<th>Name of model</th>
<th>Functional dependency</th>
<th>Main peculiarities</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Greenshields Model</td>
<td>[ v = v_f \left( 1 - \frac{\rho}{\rho_{\text{jam}}} \right) ] [ q = - \left( \frac{\rho_{\text{jam}}}{v_f} \right) v^2 + \rho v ]</td>
<td>The velocity is a linearly decreasing function of the traffic flow density. For zero density the model allows free flow speed ( v_f ), while for maximum density ( \rho_{\text{jam}} ) we have 100% congestion where the speed is zero and no car is moving. Real traffic data shows that the speed-density relationship is indeed a rather linear negative slope function. Parabolic equation for the flow-speed-density relationship. Real traffic data reflects somewhat the flow-density relationship for Greenshild's model, which follows a parabolic shape and shows that the flow increases to a maximum which occurs at some average density ( \rho ) and then it goes back to zero at high values of density.</td>
</tr>
<tr>
<td>Model</td>
<td>Formula</td>
<td>Relationship</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>The Greenberg’s model</td>
<td>( v = v_f - \ln \left( \frac{\rho}{\rho_{\text{jam}}} \right) )</td>
<td>Speed-density logarithmic relationship</td>
</tr>
<tr>
<td>The Underwood model</td>
<td>( v = v_f e^{\frac{-\rho}{\rho_{\text{jam}}}} )</td>
<td>Speed-density exponential relationship</td>
</tr>
<tr>
<td>The Edie model</td>
<td>for densities ( \rho \leq 50 ) ( v = 54.9 e^{\frac{-\rho}{163.9}} ) ( \rho \geq 50 ) ( v = 28.6 \ln \left( \frac{162.5}{\rho} \right) )</td>
<td>The model basically combines Greenberg’s and Underwood’s model</td>
</tr>
</tbody>
</table>

Fig. 2. Comparison of three models for traffic velocity modeling: continuous line – Greenshields model, dashed line – Greenberg’s model, dotted line – Underwood model.

According to fig. 1, noise estimation procedure follows the main four steps.

**Step 1.** Traffic modeling. The site is discretized into road segments whose length varies or stay constant. On the base of dynamic traffic modeling functional dependencies for vehicle flow rate, density and speed are obtained.

In macroscopic traffic flow models traffic is characterized by three variables: flow \( Q(x, t) \), density \( \rho(x, t) \), and flow speed \( v(x, t) \) [5,6]. These three variables are linked by the following system:

- the conservation equation: \( \frac{\partial Q(x, t)}{\partial x} + \frac{\partial \rho(x, t)}{\partial t} = 0 \);
- the flow definition equation: \( Q(x, t) = \rho(x, t) v(x, t) \);
- an equilibrium relationship \( Q_e \), called fundamental diagram: \( Q(x, t) = Q_e(\rho(x, t)) \).

The fundamental diagram represents all the equilibrium situations that the traffic could encounter depending on the road configuration [5]. Two regimes can be distinguished on such a diagram: the free flow and the congested ones (see fig. 3). In free flow, a road can absorb more vehicles (density increase) without saturation (flow increase). In congestion, a road cannot absorb more vehicles and a density increase will increase the saturation (flow decrease). A triangular diagram has been shown to be an accurate representation of urban traffic while being
computational. Such diagram is defined by three parameters: the maximal speed $V_x$ reached when traffic is free, the wave speed $w$ at which a starting wave downstream of a congestion climbs back the network, and the maximal density $\rho_{\text{max}}$ reached when all vehicles are stopped in a queue (then flow speed is null).

Fig. 3. Fundamental diagram for a single lane: $Q_x$ – maximal flow; $\rho_{\text{max}}$ - maximal density; $\rho_C$ - critical density; $w$ - wave speed; $V_x$ - maximal speed

**Step 2. Noise emission laws.** Data given by the traffic model feed noise emission laws to estimate the noise emission $L_W$ of road segment. The laws used in this study distinguish three vehicle categories [4] and give $L_W$ with respect to speed $v$, flow rate $Q$ and driving conditions [3].

Outputs of the traffic model are used to assess noise emissions every time step by mean of noise emission laws. Such laws give global or spectrum emitted noise for each vehicle or for an aggregated number of vehicles.

Emission laws chosen for this study give power noise levels as a sum (eq. (1)) of a rolling noise $L_{WRN}$ and a traction noise $L_{WTN}$. The rolling noise $L_{WRN}$ depends on speed, road specificities and composition of regional vehicle park (eq. (2)). The traction noise $L_{WTN}$ depends on speed and cruising mode: accelerating, cruising, or decelerating (eq. (3)).

The source power output by a separate moving vehicle integrated with results of dynamic traffic modeling is defined by the following formula [3]:

$$L_W = L_{WRN} \oplus L_{WTN},$$

$$L_{WRN} = \alpha_{RN} + \beta_{RN} \left( \frac{v(x,t)}{v_{\text{ref}}} \right)^2 + 10\lg(0.8) + C_{\text{dir}} + C_{\text{surf}} + C_{\text{region}},$$

$$L_{WTN} = \alpha_{T} + \beta_{T} \left( \frac{v(x,t) - v_{\text{ref}}}{v_{\text{ref}}} \right)^2 + 10\lg(0.2) + C_{\text{dir}} + C_{\text{dc}},$$

where $L_{WRN}$ – rolling noise, $L_{WTN}$ – traction noise, $\alpha_{RN}$ and $\beta_{RN}$ – rolling noise coefficients, $\alpha_T$ and $\beta_T$ – traction noise coefficients, $v$ – vehicle speed (km/h), $v_{\text{ref}}$ – reference vehicle speed (km/h), $C_{\text{dc}}$ – coefficient for driving conditions (dB), $C_{\text{dir}}$ – source directivity correction (dB), $C_{\text{surf}}$ – correction for road surface relatively to reference road surface (dB), $C_{\text{region}}$ – correction for deviation in sound pressure levels for local vehicle park (dB).

For integration of separate vehicles into traffic flow the following formula is used:

$$L'_{W} = L_{W} + 10\lg \left( \frac{Q(x,t) v_0}{1000 Q_0 v_{eq}} \right),$$

4.4.18
where \( v_0 \) - is the reference vehicle speed (1 km/h), \( v_{eq} \) - is the equivalent vehicle speed for vehicle category (km/h), \( Q_0 \) is the reference traffic flow (1 h\(^{-1}\)), \( Q \) - is the traffic flow for vehicle category (h\(^{-1}\)).

**Step 3.** Propagation calculation. Sound attenuation \( \Delta L_{att}(x) \) as a result of propagation from source to receiver point is defined by the following formula for each source position:

\[
\Delta L_{att}(x) = \Delta L_{scr} + \Delta L_{div} + \Delta L_{abs} - \Delta L_{ground} - \Delta L_{refl},
\]

where \( \Delta L_{div} \) - noise attenuation as a result of sound divergence, dB, \( \Delta L_{abs} \) - absorption of sound waves in the air, \( \Delta L_{scr} \) - sound diffraction on natural and artificial barriers, \( \Delta L_{ground} \) - constructive/destructive interference of sound waves as a result of reflection from ground, \( \Delta L_{refl} \) - constructive/destructive interference of sound waves as a result of reflection from vertical obstacles like building facades [7].

**Step 4.** Descriptors calculation – mapping. If a static traffic representation is involved, traffic variables and thus noise emissions are independent of time, and then only \( L_{Aeq,T} \) can be calculated, where \( T \) is the observation period. If a dynamic traffic model is involved, traffic variables are estimated every 1 s, and then \( L_{Aeq,1s} \) time evolution but also specific acoustic descriptors can be calculated. For calculated noise indexes horizontal or vertical maps are created [7].

**Conclusions**

Even though improved algorithm is an attempt of describing complicated traffic phenomena with considerable accuracy, their main limitations arise in their inability to accurately simulate severe traffic congestion situations, where the conservation equation does not represent the traffic flow so well. But the advantage of macroscopic models incorporation in noise levels modeling from traffic flows in modern cities is their flexibility since detailed interactions are overlooked, and the model's characteristics are shifted toward important parameters such as flow rate, concentration or traffic density, and average speed.
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SOUND TRANSMISSION LOSS IMPROVEMENT OF AVIATION PANELS WITH CONCENTRATED MASSES

Mathematical model is developed for propagation of sound waves in diffuse field through cylindrical panel with typical reinforcement. The model allows to account the influence of attached to the panel concentrated masses. Optimization task for frequency averaged transmission loss of aviation panel is based on elaborated model. Optimization of concentrated mass parameters is done with genetic algorithm.

Let us consider curved aluminum rectangular cylindrical panel with size \( a \times b \times h \) (fig. 1) as the obstacle for acoustic wave's propagation into airplane cabin.

Differential equations of curved panel vibration with attached stringers, rings and masses can be written in form of Donnel-Mushtari-Vlasov equations [1, 2]:

\[
\begin{align*}
D \left( \frac{\partial^4 w}{\partial x^4} + \frac{2}{r^2} \frac{\partial^4 w}{\partial x^2 \partial \theta^2} + \frac{1}{r^4} \frac{\partial^4 w}{\partial \theta^4} \right) + \frac{1}{r^2} \frac{\partial^2 w}{\partial \theta^2} + \frac{1}{r^4} \frac{\partial^2 w}{\partial \theta^4} + \rho \frac{\partial^2 w}{\partial t^2} &= 0, \\
= 2(p_i - p_r)_{z=0} - \sum_{k=1}^{K} f_k \delta(x-x_k) \delta(y-y_k) - \\
- \sum_{i=1}^{S} q_i \delta(y-L_i) - \sum_{r=1}^{R} q_r \delta(x-L_r) - \sum_{i=1}^{S} k_i \delta(y-L_i) - \sum_{r=1}^{R} k_r \delta(x-L_r), \\
Eh \frac{\partial^2 w}{\partial x^2} - \frac{\partial^4 \varphi}{\partial x^4} + \frac{2}{r^2} \frac{\partial^2 \varphi}{\partial x^2 \partial \theta^2} + \frac{1}{r^4} \frac{\partial^4 \varphi}{\partial \theta^4} = 0,
\end{align*}
\]

where \( D \) – bending stiffness; \( \varphi \) – Airy's function; \( w \) – vibrational displacement; \( r \) – panel's curvature radius; \( \rho \) – panel material density; \( h \) – panel thickness; \( \delta \) – Dirac delta function; \( p_i \) – pressure of incident wave acting on the panel surface; \( p_r \) denotes acoustic pressure, radiated by the panel, \( L_s \) arc length from the coordinate origin to s-th stringer, \( L_r \) – distance from coordinate origin to r-th ring, \( x_k, y_k \) – coordinate of k-th mass, \( R, S, K \) – quantity of rings, stringers and masses respectively.

Assume, that for clamped panel, transverse motion at panel harmonic oscillations can be written in form:
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where functions $X_m$ and $Y_n$ satisfy free and clamped boundary conditions respectively. Such beam functions have the following form [3]:

$$X_m(x) = \cos \frac{\lambda_m x}{a} + \frac{\chi_m x}{a} + \gamma_m \left( \sin \frac{\lambda_m x}{a} + \text{sh} \frac{\lambda_m x}{a} \right)$$
$$Y_n(y) = \cos \frac{\lambda_n y}{b} - \frac{\chi_n y}{b} - \gamma_n \left( \sin \frac{\lambda_n y}{b} - \text{sh} \frac{\lambda_n y}{b} \right),$$

where $\gamma_m = \frac{\sin \lambda_m + \text{sh} \lambda_m}{\cos \lambda_m - \text{ch} \lambda_m}$; $\gamma_n = \frac{\cos \lambda_n - \text{ch} \lambda_n}{\sin \lambda_n - \text{sh} \lambda_n}$, $\lambda_m$ and $\lambda_n$ can be found from characteristic equation $\cos \lambda = 1$.

Beam functions (3) are orthogonal, and have the following properties:

$$I_{mp}^{20} = \int_0^a \frac{d^2 X_m}{dx^2} \frac{dX_p}{dx} dx = \frac{I_{mp}}{a}; \quad J_{dq}^{20} = \int_0^b \frac{d^2 Y_n}{dy^2} \frac{dY_q}{dy} dy = \frac{J_{dq}}{b}, \quad d^4 X_m = \left( \frac{\lambda_m}{a} \right)^4 X_m, \quad d^4 Y_n = \left( \frac{\lambda_n}{b} \right)^4 Y_n,$$

By rewriting transverse motion in terms of eigenfunctions in equation (2) and application of their orthogonal properties, one can get the following system of equations:

$$D \left[ \frac{ab}{a} \right]^4 w_{mn} + 2\sum_{mn} w_{mn} I_{mp}^{20} J_{dq}^{20} + ab \left[ \frac{\lambda_m}{b} \right]^4 w_{mn} + b \sum_m \varphi_m I_{mp}^{20} - \rho \omega^2 w_{mn} = \int_0^b q X_p Y_q dxdy$$

$$E \frac{b}{r} \sum_m \varphi_m I_{mp}^{20} - ab \left[ \frac{\lambda_m}{a} \right]^4 + \left[ \frac{\lambda_m}{b} \right]^4 \varphi_{mn} - 2\sum_{mn} \varphi_{mn} I_{mp}^{20} J_{dq}^{20} = 0$$

Applying the properties of Dirac's delta function to right hand side of first equation in (5) yields the following relation:

$$\int_0^b q X_p Y_q dxdy = 2 \left( \int_0^b p X_p Y_q dxdy - i \omega \rho_c c_0 \sum_{mn} w_{mn} Z_{pqmn} \right) - \sum_{k=1}^K f_k \rho \omega^2 \kappa_k (x_k) Y_q (y_k)$$

$$- \sum_{s=1}^S Q_s Y_q (L_s) - \sum_{r=1}^R M_s Y_q' (L_s) + \sum_{s=1}^S M_r X_p (L_s) + \sum_{r=1}^R M_r X_p' (L_s)$$

where $Q_s = \int_0^b q_x (x) X_p dx$, $Q_s = \int_0^b q_y (y) Y_q dy$, $M_s = \int_0^b \kappa_x (x) X_p dx$, $M_r = \int_0^b \kappa_y (y) Y_q dy$;

By rewriting transverse motion in terms of eigenfunctions in equation (2) and application of their orthogonal properties, one can get the following system of equations:

$$D \left[ \frac{d^4 w}{dx^4} - m_r \omega^2 w_s \right] q_s, \quad T_s \frac{d^2 \theta}{dx^2} - EI \frac{d^4 \theta}{dx^4} + \rho I_r \omega^2 \theta_s = \kappa_s$$

Basic equation for bending and torsion displacements of stringers, rings and masses can be written in form [4]:

$$-m_r \omega^2 w_s = f_k$$
where $D_s, D_r$ - stringer and ring bending stiffness respectively; $m_s, m_r$ - mass per unit length of stringer, ring.

Input modal receptances of strings and rings to perpendicular force are determined from equations (7).

For $s$-th stringer bending:

$$\beta_m^{sQ} = \frac{1}{m_s a \left( \omega_{Qm}^2 (1 + \Omega) - \omega^2 \right)}, \quad \alpha_m^{Qs} = \frac{D_s \left( \frac{\lambda_m}{a} \right)^4}{m_s} \quad (8)$$

For $s$-th stringer torsion:

$$\beta_m^{sM} = \frac{1}{\rho_s I_p a \left( \omega_{Mm}^2 (1 + \Omega) - \omega^2 \right)}, \quad \alpha_m^{Ms} = \frac{E I_w \left( \frac{\lambda_m}{a} \right)^4}{\rho_s I_p} - \frac{T_s J_{20}}{\rho_s I_p a} \quad (9)$$

For $r$-th ring bending:

$$\beta_n^r = \frac{1}{m_r \left( \omega_{Qn}^2 (1 + \Omega) - \omega^2 \right)}, \quad \alpha_n^{Qr} = \frac{D_r \left( \frac{n\pi}{b} \right)^4 - \frac{2}{r^2} \left( \frac{n\pi}{b} \right)^2 + \frac{1}{r^4}}{m_r} \quad (10)$$

For $r$-th ring torsion:

$$\beta_n^{rM} = \frac{1}{\rho_r I_{rp} b \left( \omega_{Mn}^2 (1 + \Omega) - \omega^2 \right)}, \quad \alpha_n^{Mr} = \frac{E I_{rv} \left( \frac{\lambda_n}{b} \right)^4}{\rho_r I_{rp} b} - \frac{T_r J_{20}}{\rho_r I_{rp} b} \quad (11)$$

For $k$-th mass:

$$\beta_k = -\frac{1}{m_k \omega^2} \quad (12)$$

Forces and moments, created by reinforcement and masses, are received from expressions for receptances:

$$Q_s = \sum_n w_{mn} \varphi_n (L_s), \quad Q_r = \sum_m w_{mn} X_m (L_r), \quad M_s = \frac{\sum_n w_{mn} Y_n (L_s)}{\beta_m^{sQ}}, \quad M_r = \frac{\sum_m w_{mn} X_m (L_r)}{\beta_m^{sM}}, \quad F_k = \frac{\sum_{mn} w_{mn} X_m (x_k) Y_n (y_k)}{\beta_k} \quad (12)$$

By substituting expressions (12) into (6), one can get:

$$\int_0^L L \sum_n w_{mn} \sum_{s=1}^S \left[ D_s \left( \frac{\lambda_n}{a} \right)^4 - m_s \omega^2 \right] Y_n (L_s) Y_n (L_r) -$$

$$-b \sum_{r=1}^S \left[ D_r \left( \frac{\lambda_n}{b} \right)^4 + \frac{1}{r^4} - m_r \omega^2 \right] \sum_m w_{mn} X_m (L_r) + \frac{2D}{b r^2} \sum_{mn} J_{20} X_m (L_r) \right] X_p (L_r) +$$

$$+ \omega^2 \sum_{k=1}^K \sum_{mn} w_{mn} X_m (x_k) Y_n (y_k) X_p (x_k) Y_n (y_k) +$$

$$+ \sum_{s=1}^S T_s \sum_{mn} w_{mn} J_{20} Y_n (L_s) + \sum_{n} \left[ \rho_s I_p \omega^2 - E I_w \left( \frac{\lambda_n}{L} \right)^4 \right] \sum_m w_{mn} Y_n (L_s) \right] Y_q (L_s) +$$

$$+ \sum_{r=1}^K T_r \sum_{mn} w_{mn} X_m (L_r) J_{20} + b \sum_m w_{mn} X_m (L_r) \left[ \rho_r I_{rp} \omega^2 - E I_{rv} \right] \right] X_p (L_r)$$

In order to simplify calculations, the influence of torsional stringer and ring vibrations is not included in equations (5), as soon as low frequency oscillations are considered. For considered aviation panel the influence of torsional vibrations of stringer becomes noticeable for oscillations at frequencies over 700 Hz. For frame it becomes important at frequencies more than 950 Hz, because at these frequencies there are the first resonances of these structural elements according to equations
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A similar situation takes place for other aircraft panels, because the frequency of torsional vibrations of the reinforcement elements is almost independent on the shape and size of their cross section.

Let us rewrite system of equations (5) for its further numerical solution in matrix form:

$$\left[ A - \omega^2 B + \omega A_{pr} \right] \begin{bmatrix} w_{pq} \\ \phi_{pq} \end{bmatrix} = \begin{bmatrix} C^i \\ 0 \end{bmatrix},$$

(13)

where $C^i_{pq} = 2 \int_0^L \int_0^b p(X_p, Y_q) \rho(x) \, dx \, dy$, $A_{pr}^{1w} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}$, $A_{pr, pqmn}^{1w} = 2i \omega \rho_0 c_0 Z_{pqmn}$.

The value of natural frequencies $\omega$ for panel with reinforcement and mass, excluding the influence of sound radiation by panel, is determined by solving the generalized eigenvalue problem:

$$AV = \mu BV,$$

where $V$, $\mu$ are generalized eigenvector and eigenvalues of matrices $A$ and $B$. Eigenfrequencies can be expressed through eigenvalues $\mu$ in the following way:

$$\omega = \sqrt{\mu}.$$

In diffuse acoustic field transmission loss factor must be determined as an average for different sound waves' incidence angles. Hence factor value $\tau_d$ is equal to [5]:

$$\tau_d = 2Q \rho_0 c_0 \rho^2 \omega^2 \sum_{m,n} \int_0^\phi \sigma_{mn} w_{mn}(\phi) w_{mn}^*(\phi) \sin \phi d\phi.$$

(14)

where value $Q$ depends upon angle $\phi_L$: $Q = 1$ - for diffuse sound propagation ($\phi_L = 90^\circ$), $Q = 1.022$ for angle value $\phi_L = 78^\circ$. For harmonic oscillations in equation (14) $w_{mn}$ and complex-conjugate modal amplitude of vibration displacement $w_{mn}^*$ is determined from solution of system of equations (13).

Sound transmission loss is determined as:

$$TL = -10 \log_{10} \tau_d.$$

(15)

Objective function is the integral value of transmission loss in frequency range from $f_{\min}$ to $f_{\max}$:

$$\min F_{obj} = 10 \log_{10} \frac{1}{f_{\max} - f_{\min}} \int_{f_{\max}}^{f_{\min}} \tau_d \, df,$$

(16)

by mass parameters: $m_k$, $x_k$, $y_k$, $k = 1, 2, \ldots, K$, with constraints $\sum_{k=1}^K m_k = \zeta M_{\text{panel}}$, $0 + x_g < x_k < L - x_g$, $0 + y_g < y_k < b - y_g$;

where $\tau_d$ is determined from equation (15), $M_{\text{panel}} = \rho h L b$, assume $\zeta = 0.1$; $x_g$, $y_g$ are gaps from the panel edges, which are related to complexity of ideal boundary condition implementation in practice.

Since the objective function (16) has many local minima, we apply the algorithm for global optimization. Modern computers have multiple cores, and it is possible to implement the parallel calculations on several computers that form a single cluster. Therefore, genetic algorithm has a significant advantage over other optimization algorithms.

Before staring of the optimization, it is necessary to prepare cubic polynomials, which provide interpolation of modal forces (2.15), and specific radiation impedance $Z_{pq,mn}$ (16) for all modes included in the investigated range of frequencies. This must be done, because these values do not depend on the parameters with which the optimization is performed and make up most of the calculation time of objective function. A number of other parameters, which include elements of matrix $B$, excluding the elements $B_m^{1w}$, which include mass parameters, and matrix $A$ is also...
calculated at the preparatory stage. Such approach reduces the calculation time of objective function (16) to 4.5-6.5 s for 8 modes. Due to the fact that the functions $P_{mn}^i$ and $Z_{pq,mn}^i$ are continuous (fig. 2.1), their replacement by interpolation polynomials with steps of 5 Hz and 7.5 ° leads to the error in objective function (16), which does not exceed 0.01 dB. This is proved by interpolation with different steps of frequency $f$ and angle of incidence $\phi$ of the plane acoustic wave.

Genetic algorithm sends relative coordinates $x_k, y_k$ to the program of objective function, that performs their scaling to absolute coordinates $x_k, y_k$ on the real aircraft panels prior to calculation. Individual genes are the parameters of the masses $m_k, x_k, y_k$.

Optimization of the objective function is done for 3 additional masses (15 parameters). The main modes in the range 100-200 Hz, in which the optimization is performed, are mode 1-1 and 2-1. At frequencies of these modes a significant reduction of sound transmission loss is observed (Fig. 2a). Also the optimization accounts for modes 1-2, 2-2, 3-1, 4-1, 3-2 1-3, which causes a reduction in sound transmission loss at frequencies that are close to a range of optimization. The result of optimization is the optimal location of the masses, which is shown in Fig. 2b. The main reduction of objective function (16) (increase of transmission loss) is observed on mode 2-1. There is a slight reduction in sound transmission loss on mode 1-1.

![Fig. 2 (a) Sound transmission loss spectrum of aviation panel without and with optimally placed masses; (b) Scheme of optimal location of mass on aviation panel](image)

**Conclusions**

1. Conducted optimization proved the possibility of sound transmission loss improvement with concentrated masses.
2. Calculation of reinforcement elements' eigenfrequencies for different types of deformation has shown, that torsion of stringers and rings can be neglected.

**References**


4.4.24